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ABSTRACT

Using the maximum entropy principle, we present a general theory to describe ac and dc high-field transport in monolayer graphene within a dynamical context. Accordingly, we construct a closed set of hydrodynamic (HD) equations containing the same scattering mechanisms used in standard Monte Carlo (MC) approaches. The effects imputable to a linear band structure, the role of conductivity effective mass of carriers, and their connection with the coupling between the driving field and the dissipation phenomena are analyzed both qualitatively and quantitatively for different electron densities. The theoretical approach is validated by comparing HD results with existing MC simulations.
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I. INTRODUCTION

In the last few decades, the maximum entropy principle (MEP) emerged as a powerful method to develop rigorous hydrodynamic (HD) models both in classic and in quantum statistical mechanics. In particular, by starting from microscopic dynamics (band structure and scattering mechanisms), the MEP managed to provide physical insight into the origin of different terms entering the HD equations, thus leading to a renewed interest in the construction of self-consistent closure relations to investigate charge transport in semiconductors.

The aim of this work is to develop and apply a general theory of MEP to analyze high-field transport in monolayer graphene. The theory is formulated at a kinetic level, without the need to introduce external parameters and the MEP is used in a local dynamic contest. The main objectives address three main interdisciplinary topics: statistical physics, nonlinear dynamics, and computational physics. Accordingly, we assert that the MEP is a fundamental postulate in statistical mechanics because it allows us to describe the thermodynamic evolution of a nonequilibrium system compatibly with the statistics, with the band structure, and with scattering mechanisms for any system of carriers in gas-dynamics and in solid-state physics, as in the case considered here of hot carriers in graphene.

In particular, we believe that the present formulation of MEP for Fermi 2D systems and its application to describe the transport properties of graphene advances significantly the state of knowledge existing in the literature, for the following reasons:

(i) By using the MEP, we propose a systematic strategy to construct a new set of closed HD models (using an arbitrary number of moments) containing the underlying physical processes in an explicit way, i.e., the same band model and scattering mechanisms used in any other kinetic approach (for example, in Monte Carlo (MC) simulations).

(ii) The proposed HD systems are convergent, in correspondence with an increasing number of moments, and the final HD results compare very well with equivalent MC simulations.

(iii) From the point of view of computational physics, when compared with the MC method, the HD-MEP approach exhibits
the relevant advantage of requiring the same input data while significantly reducing the computational effort. As an example, for any single simulation under stationary conditions and for about 100 values of electric fields in the range [0, 80] kV/cm, also using a large number of moments, all the HD results are obtained with computational times shorter than 1 min on a standard workstation.

(iv) By using the present HD-MEP approach, within a small-signal analysis, the nature and the characteristics of the collisional processes can be easily investigated. The effects imputable to a linear band structure, the role of conductivity effective mass of carriers, and their connection with the coupling between the driving field and the dissipation phenomena are analyzed both qualitatively and quantitatively for different electron densities. In particular, we prove that the dissipative processes are substantially connected with the randomization of the group velocity and that the occurrence of a “negative differential mobility” (NDM) for the average velocity is, therefore, imputable to the combined action of the linear band structure, of the effective mass, of the external field, and of the scattering mechanisms.

The content of the paper is organized as follows. In Sec. II, we present the general theory for electron transport in monolayer graphene. To this purpose, we consider an arbitrary number of moments of the distribution function using a linear approximation of the MEP and we construct the corresponding closed HD system of equations. Here, we explain the effects due to a linear band structure considering its connection with both the conductivity effective mass and the electrons’ group velocity. Besides, the theory of small-signal response under space-homogenous conditions is developed. In Sec. III, we analyze the collisional frequencies for different electron densities and different ranges of electric fields. We discuss the numerical convergence of the HD approach. By keeping unchanged the modulus of the group velocity, we show that the external field and the scattering processes can only align or randomize its direction with respect to the applied field. Here, we prove that the alternation and the competition between these processes, together with the effects of linear band structure, can lead to the onset of an NDM for the average velocity. In particular, for very low electric fields, we show that the number of collisional events is strongly dependent on the electron density, and, as a consequence, the behavior of the NDM will depend strongly on the carrier density. Finally, within a small-signal analysis, the nature and the characteristics of the collisional processes are investigated. In this way, we prove that for any electron density, a streaming motion regime \(^5\) is obtained in a range of electric fields much wider than in the case of standard semiconductors.\(^3\) A detailed comparison of present calculations with existing MC simulations is then carried out. The overall agreement is used to validate the theoretical approach and to provide a systematic physical insight into the microscopic dynamics. Major conclusions are given in Sec. IV. Finally, the derivation of some analytical results is summarized in Appendixes A–C. In particular, the connections between the conductivity effective mass and the introduction of a Lorentz factor for the system, and, more generally, the analogies between the monolayer graphene and other physical systems in which we have a saturation velocity for the charge carriers are explicitly explained in Appendixes A–C.

II. GENERAL THEORY

In graphene, carriers can be described by taking an analytic approximation for the band structure near the Dirac points.\(^3\) In particular, for both the conduction band (\(\sigma^+\) band) and the valence band (\(\sigma^-\) band), we can consider two equivalent valleys (K and K’ valleys) with an energy dispersion described by a linear relation \(E(k) = \pm \hbar v_F k\), with \(\hbar\) being the reduced Planck constant, \(v_F \approx 10^6\) m/s the Fermi velocity, \(k\) the wavevector, with the \(\pm\) signs referring to conduction and valence bands, respectively.\(^3\) To describe a simplified carrier dynamics, we assume a concentration of electrons in the conduction band sufficiently high to justify the neglect of the hole dynamics. In the framework of a kinetic theory, this implies that the carrier system will be described by considering only the distribution function of electrons in the conduction band.

A. Kinetic approach and scattering rates

Following the previous approximations, we can treat (i) the two equivalent K and K’ valleys of the \(\sigma^+\) band as one effective valley, with the linear band structure \(E(k) = \hbar v_F k\), (ii) all interband transitions are neglected, (iii) the main scattering processes are only due to intraband electron-phonon interactions, which produce intervalley and intravalley transitions.

Using the results of density functional theory (DFT), for the inelastic transitions, we consider the intravalley scattering processes assisted by optical phonons (LO, TO)\(^1\) and the K–K’ intervalley processes assisted by the combined contribution of LA and TA, acoustic phonons.\(^5\) In the compact form, we will refer to these inelastic scattering processes with the index \(\eta = \{\text{LO, TO, LA, TA}\}\). For elastic (EL) transitions, we will consider the intravalley scattering with acoustic phonons by taking the longitudinal modes only.\(^1\)

At a kinetic level, the microscopic description is governed by the Boltzmann transport equation (BTE) for the distribution function \(f(k, \vec{r}, t, \vec{v})\),

\[
\frac{\partial f}{\partial t} + u_\perp \frac{\partial f}{\partial \vec{r}} + \frac{e}{\hbar} F_i \frac{\partial f}{\partial \vec{v}} = Q(f),
\]

with \(u_\perp(k) = \hbar^{-1} \partial E / \partial k = v_F k/k\) being the carrier group velocity, \(e\) the unit charge, \(F_i\) the electric field, and

\[
Q(f) = \sum_\eta Q_{\text{el}}(f) + Q_{\text{ph}}(f)
\]

is the total collision operator, where \(Q_{\text{el}}\) and \(Q_{\text{ph}}\) are the collisional integrals for the relevant electron-phonon scattering processes in monolayer graphene.

In particular, for the different phonon modes \(\eta\), it is \(Q_{\text{el}} = \int d\vec{k} S_\eta(\vec{k}, \vec{k}') \Phi(1 - \Phi / \gamma - \Phi - \Phi / \gamma)\), where \(\Phi = \Phi(\vec{r}, t)\), \(\Phi = \Phi(\vec{r}, t, \vec{v})\), the constant \(\gamma = (2\pi + 1)/(2\pi)^2\) which takes into account the spin degeneration, \(^7\) and \(\delta S_{ph}\) is the particle spin, and

\[
S_\eta(\vec{k}, \vec{k}') = \int \frac{d\omega}{4\pi \rho_{ph}} \left[ \frac{N_\eta}{N_\eta + 1} \right] \delta[\epsilon' - (\hbar \omega + \omega_{ph})]}
\]

is the inelastic scattering rate from state \(\vec{k}'\) to state \(\vec{k}\), with \(S_{ph}(\vec{k}, \vec{k}')\)
being the electron-phonon coupling (EPC) matrix elements, \( \rho \) the
graphene density, \( \omega_0 \) the phonon angular frequency, \( N_0 = 1/\left[ \exp(h\omega_0/k_BT_0) - 1 \right] \) the phonon occupation number (with \( T_0 \)
being the lattice temperature and \( k_B \) the Boltzmann constant), \( \epsilon' = \epsilon(k') \) and \( \epsilon = \epsilon(k) \), while the upper and the lower options in
the expression correspond to absorption and emission, respectively.

The EPC matrix elements, for the inelastic intervalley processes
assisted by phonons \( \Gamma_{LO}, \Gamma_{TO} \), are given by\(^{18}\)

\[
|\mathcal{D}_\eta(k', k)|^2 = \begin{cases} 
D^2_\eta_0[1 - \cos(\theta' + \theta)], & \eta = LO, \\
D^2_\eta[1 + \cos(\theta' + \theta)], & \eta = TO,
\end{cases} 
\]

(4)

where \( D_\eta \) is the empiric deformation potential, \( \theta' \) refers to
the angle between \( k \) and \( k' \), \( \theta \) describes the angle between \( \vec{k} \) and
\( \vec{k}' \). Thus, by calculating the scattering rate \( 1/\tau_\eta(k) = \int S_\eta(k, k') dk' \)
and introducing the coefficient \( \mathcal{A}_\eta = D^2_\eta/(4\pi\rho_0\eta_0) \),
we obtain for \( \eta = LO, TO \)

\[
\frac{1}{\tau_\eta(k)} = \frac{2\pi\mathcal{A}_\eta}{(h\nu)^2} \left\{ N_\eta [\epsilon(k) + \hbar\omega_\eta], \eta = LO, \right.

\left. + (N_\eta + 1) [\epsilon(k') + \hbar\omega_\eta], \eta = TO, \right. \right\}

(5)

where \( \Theta(x) \) is the Heavyside function, and

\[
\eta = \begin{cases} 
\frac{2\pi\mathcal{A}_\eta}{e(h\nu)^2}, & \eta = LO, \\
\frac{2\pi\mathcal{A}_\eta}{e(h\nu)(1+\epsilon(h\nu)/2)}, & \eta = TO.
\end{cases} 
\]

(6)

We notice that by assuming for \( \eta = \{LO, TO\} \) phonons, the same
effective scattering parameters\(^{17-20,23,24}\) \( D_\eta = D_{\eta p} \) and \( \omega_{LO} = \omega_{LO} = \omega_{LO} = \omega_{LO} \) and using (5) and (6), we obtain the usual expression
\( 1/\tau_\eta = 1/\tau_{LO} + 1/\tau_{TO} \) used in the MC simulations\(^{17-20,23,24}\) for
the optical phonons

\[
\frac{1}{\tau_\eta(k)} = \frac{D^2_{\eta p}}{\rho_0\omega_\eta(\hbar\nu)^2} \left\{ N_\eta [\epsilon(k) + \hbar\omega_\eta], \right.

\left. + (N_\eta + 1) [\epsilon(k') + \hbar\omega_\eta] \right\}
\]

(7)

It is easy to verify that, with these assumptions, we can describe
equivalently the transverse and longitudinal optical processes as
a single optical mode, by using in the sum \( (2) \) only a single
effective rate\(^{24}\) \( S_{LO}(k', k) \), expressed by (3), with the EPC matrix elements

\[
|\mathcal{D}_{LO}(k', k)|^2 = 2D^2_{\eta p},
\]

(8)

where factor 2 is due to the presence of both \( LO \) and \( TO \) branches.

Starting from their DFT results, Borisenko and co-workers\(^{19,20}\)
have found that \( K \rightarrow K' \) intervalley transitions, near the \( K \) points, are
assisted by \( TA \) and \( LA \) phonons. However, since in the zone-edge
models, there is a significant ambiguity\(^{17-20,23,24}\) in separating
optical or acoustic modes, then, by using a simplified model, also
for \( K \rightarrow K' \) inelastic intervalley transitions, an expression similar to that of optical phonons is considered.\(^{19,20}\) In particular,
by introducing the same average effective scattering parameters \( D_\eta \)
and \( \omega_\eta \) for both the interactions with \( LA \) and \( TA \) modes, the
interval transfer \( 1/\tau_\eta = 1/\tau_{LA} + 1/\tau_{TA} \) takes the same average expression (7) used for the optical phonons\(^{17,19,20}\)

\[
\frac{1}{\tau_\eta(k)} = \frac{D^2_\eta}{\rho_0\omega_\eta(\hbar\nu)^2} \left\{ N_\eta [\epsilon(k) + \hbar\omega_\eta], \right.

\left. + (N_\eta + 1) [\epsilon(k') + \hbar\omega_\eta] \right\}
\]

(9)

Therefore, as for intravalley also intervalley transitions are described
by a single effective mode and, in sum \( (2) \) use is made of a single
rate \( S_{\eta p}(k', k) \), expressed by (3), with the matrix elements

\[
|\mathcal{D}_{\eta p}(k', k)|^2 = 2D^2_{\eta p},
\]

(10)

where again factor 2 is due to the combined contribution of \( LA \) and \( TA \) acoustic phonons.

Finally, for the intervalley acoustic scattering, within the
elastic-energy-equiphartition approximations\(^{17-19,21-23}\) it is
\( Q_{\eta}^2 = \int d^2 k S_{\eta p}(k', k') \right\} [\mathcal{F}' - \mathcal{F}], \) where (since there is no distinction
between final states obtained by absorption or emission processes),
we can write

\[
S_{ua}(k, k') = \mathcal{A}_{ua} (1 + \cos \theta) \delta(\epsilon' - \epsilon),
\]

(11)

where \( \mathcal{A}_{ua} = (k_B T_0 D_{ua}^2)/(4\pi\hbar v_L^2) \), with \( v_L \) the longitudinal sound velocity; \( D_{ua} \) the constant acoustic deformation potential, \( \theta \) the angle between \( k \) and \( k' \), and the term \( (1 + \cos \theta)/2 \) an analytic squared overlap factor.\(^{17,19,21}\) As a consequence, using Eq. (11), we obtain the following expression for the elastic acoustic intravalley scattering rate:

\[
\frac{1}{\tau_{ua}} = \int S_{ua}(k, k') d^2 k = \frac{D^2_{ua} k_B T_0}{2\hbar^2 v_L^2} \left\{ \epsilon(k) \right\}
\]

(12)

We remark that the deformation potential \( D_{ua} \) contained in (12)
differs by a factor of \( \sqrt{2} \) with respect to that proposed in the MC
model by Borisenko and co-workers\(^{17,23,24}\) (i.e., \( D_{ua} = D_{ua}^\{MC\}/\sqrt{2} \)).
Indeed, in this case, it seems that the authors make use of the
“momentum relaxation rate”\(^{23,24}\) instead of the usual “scattering
rate” in their MC calculations, multiplying for another factor
\( 1/2 \) the expression (12). With these approximations, both the
kinetic MC and the macroscopic HD models are quite simplified
and, the total rate is expressed as the “effective” average sum
\( 1/\tau_{tot} = 1/\tau_{ac} + 1/\tau_{sp} + 1/\tau_{ua} \). Clearly, different choices in the
values of the effective parameters \( (D_{sp}, D_{ua}, D_{ac}) \right\) \( \omega_{sp}, \omega_{ua} \) imply different values of the numerical results.\(^{17,25}\) However, we
note that the calculations of both the scattering rate and the HD
collisional productions require summation over the entire first
Brillouin zone (BZ). As a consequence, the scattering parameters
used in the MC simulations cannot be calculated only for transitions
between particular symmetry points but they must be treated as
effective average quantities to determine the contribution of the
relevant phonon modes over larger regions of the BZ.\(^{17,19}\) From
these considerations, and to compare the HD results under the
same conditions of MC simulations,\(^{25,26,28-29}\) in Secs. II B–F, we
consider only two effective inelastic transitions $\eta = \{\sigma p, iv\}$ and the elastic acoustic (ac) intravalley processes, with the scattering parameters

$$
D_\sigma = 10^9 \text{ eV/cm}, \quad \omega_\sigma = 164.6 \text{ meV},
$$

$$
D_{iv} = 3.5 \cdot 10^9 \text{ eV/cm}, \quad \omega_{iv} = 124 \text{ meV},
$$

$$
D_{ac} = \frac{D_{ac}^{(MC)}}{\sqrt{2}} = (6.8/\sqrt{2}) \text{ eV},
$$

$$
\rho = 7.6 \cdot 10^{-7} \text{ kg/m}^2, \quad v_s = 2.1 \cdot 10^8 \text{ cm/s},
$$

(13)

due to MC calculations.\textsuperscript{19,20,27,28}

B. Hydrodynamic approach

To pass from the kinetic level of the BTE to the HD level of the balance equations in the framework of the moment theory,\textsuperscript{3-6} we consider the following set of kinetic fields $\{\sigma, \varepsilon, u_1, u_2, \ldots, u_i, \ldots, u_M\}$, where $s = 1, 2, \ldots, M$ with arbitary values for integer $M$. Additionally, by using the constraint $\bar{\gamma} \cdot \bar{u} = v_F^2$, as genralized independent kinetic fields, we obtain the unique quantities\textsuperscript{29}

$$
\psi_A(\tilde{k}) = \{\sigma, \varepsilon, u_1, u_2, \ldots, u_i, \ldots, u_M\},
$$

(14)

where $u_{i(1,2,\ldots, M)}$ is the traceless part\textsuperscript{3,5,11,13,14} of the tensor $u_{i(1,2,\ldots, M)}$. Given the set (14) of kinetic quantities, for graphene, we obtain a number $N = 2(M + 1)$ of corresponding macroscopic expectation values $F_A = \{F, F_1, F_2, F_1(1), \ldots, F_1(M)\}$, with

$$
F_A = \int \psi_A(\tilde{k}) \mathcal{F}(\tilde{k}, \bar{r}, t) \, d\tilde{k},
$$

(15)

where for $M = 1$, we find the usual physical quantities that admit a direct physical interpretation such as $F = n$ (numerical density), $F_1 = W$ (total-energy density), $F_{i(1)} = m v_i$ (velocity flux density). By contrast, for $M > 1$, we obtain macroscopic additional variables of higher order. Multiplying the BTE by the quantities (14) and integrating over $k$ space, in the compact form, we obtain the generalized balance equations for the moments $F_A$

$$
\frac{\partial n}{\partial t} + \frac{\partial n v_i}{\partial x_i} = 0,
$$

(16)

$$
\frac{\partial W}{\partial t} + \frac{\partial S_k}{\partial x_k} = -e \bar{v}_i n v_i + P_{sw},
$$

(17)

$$
\frac{\partial F_{i(1)}}{\partial t} + \frac{\partial F_{i(1,2)}}{\partial x_i} + \frac{v_F^2}{2} \frac{\partial F_{i(1,2,3)}}{\partial x_k} = e F_{i(1)}(\bar{r}, t) + e \bar{v}_i F_{i(1)}(\bar{r}, t) + P_{i(1,2,3)}
$$

with $s = 1, \ldots, M$.\textsuperscript{(18)}

These equations contain unknown constitutive functions such as (i) the moments of higher order $S_k = \int e u_i \mathcal{F} \, d\tilde{k}$ (energy flux density) and $F_{i(1,2,\ldots, M)} = \int u_1 \ldots u_M \mathcal{F} \, d\tilde{k}$; (ii) the external field productions $F_{i(1)(2,\ldots, M)} = \int e \bar{v}_i u_1 \ldots u_M \mathcal{F} \, d\tilde{k}$, with $s = 0, 1, \ldots, M + 1$; (iii) the collisional productions, for the total energy density, $P_{sw} = \int e Q(\mathcal{F}) \, d\tilde{k}$, and for the remaining tensorial moments, $P_{i(1,2,\ldots, M)} = \int u_i \ldots u_M Q(\mathcal{F}) \, d\tilde{k}$, with $s = 1, \ldots, M$.

By following the “information theory,” all unknown constitutive functions must be obtained, in a self-consistent way, together with the analytic expression for the nonequilibrium distribution function. This problem can be solved by introducing the MEP for a two-dimensional Fermi gas. Once the distribution function is so calculated, all the constitutive functions are determined starting from their kinetic expressions.

C. Applications of MEP and closure relations

In the framework of a local theory, in nonequilibrium conditions, we consider the entropy for an electron gas $S = -k_B \int \mathcal{F} \ln(\mathcal{F}) \, d\tilde{k} + (1 - \mathcal{F}/\mathcal{F}) \ln(1 - \mathcal{F}/\mathcal{F}) \, d\tilde{k}$. Accordingly, we search the distribution function that maximizes $S$ under the constraints that the expectation values of the moments $F_A$ are expressed by means of Eqs. (14) and (15). The method of Lagrange multipliers\textsuperscript{3,4,6,10-13} proves to be the most efficient technique to include the constraints and solve this variational problem. A short calculation yields the nonequilibrium Fermi distribution\textsuperscript{3,4} $\mathcal{F} = \frac{\exp y}{\exp \Pi + 1}$ with $\Pi = \sum_{A=1}^{1} \Lambda_A \psi_A$,\textsuperscript{(19)}

where $\Lambda_A$ is the “Lagrange multipliers” to be determined. The quantities (19) can be written explicitly by decomposing them into a “local equilibrium part” $\Pi_L = \alpha + \beta \varepsilon$ and nonequilibrium part $\Pi$, with $\Pi = \Pi_L + \Pi$, with

$$
\hat{\Pi} = \hat{\alpha} + \hat{\beta} \varepsilon + \sum_{i=1}^{M} \Lambda_{i(1,2,\ldots, M)} u_i \ldots u_M,
$$

(20)

where $\alpha$ and $\beta$ are the Lagrange multipliers of local equilibrium, whereas $\{\hat{\alpha}, \hat{\beta}, \Lambda_{i(1,2,\ldots, M)}\}$ denote the nonequilibrium contributions of $\Lambda_A$. In particular, by using the “distribution function” $\mathcal{F}_L = \frac{\exp (\alpha + \beta \varepsilon)}{[\exp (\alpha + \beta \varepsilon) + 1]}$, it is possible to calculate the variables of local equilibrium $n = \int \mathcal{F}_L \, d\tilde{k}$ and $W = \int \varepsilon \mathcal{F}_L \, d\tilde{k}$. Consequently, using these relations, $\alpha$ and $\beta$ can be obtained as numerical solutions of the system

$$
n = \frac{1}{\gamma^2} I_3(\alpha), \quad W = \frac{1}{n} I_3(\alpha)\hat{I}_3(\alpha),
$$

(21)

with $I_3(\alpha) = \int_0^{+\infty} x^3/[\exp (\alpha + x^2) + 1] \, dx$ being the usual Fermi integral functions\textsuperscript{14} and $\gamma = (hv)^2/((4\pi)^2)$. We note that under thermodynamic equilibrium conditions, it is $\beta = \frac{(k_B T_0)^{-1}}{1}$ and $\mathcal{F}_L$ becomes the usual Fermi distribution at the lattice temperature $T_0$. By considering the linear expansion of the distribution function (19) around the local equilibrium distribution function $\mathcal{F}_L$, and inserting this expansion in the moment expressions $F_A - F_{A,L} = \int \psi_A(\tilde{k}) \, d\mathcal{F}/d\Pi_L \, \Pi \, d\tilde{k}$, we can determine analytically the nonequilibrium part of the Lagrange multipliers in the
\[ \tilde{\alpha} = \tilde{\beta} = 0, \quad \tilde{\Lambda}_{(\epsilon_{i\epsilon'})} = -\frac{1}{n_v^2 v_F} I_s(\alpha) F_{(\epsilon_{i\epsilon'})}, \] \tag{22}

for \( s = 1, \ldots, M \). As the MEP distribution function is known, all the constitutive functions can be completely determined in the linear approximation. Thus, we obtain the following:

(i) For the moments of higher order

\[ S_k = \frac{2}{\beta} I_s(\alpha) \eta_{v_k}, \quad F_{(\epsilon_{i\epsilon'})} = 0. \tag{23} \]

(ii) For the external field productions

\[ F_{(-1)} = n \frac{I_s(\alpha)}{I_s(\beta)}, \quad F_{(-1)(\epsilon_{i\epsilon'})} = 0, \tag{24} \]

\[ F_{(-1)(\epsilon_{i\epsilon'})} = \chi F_{(\epsilon_{i\epsilon'})}, \quad \chi = \frac{\beta}{2I_s} \frac{\sqrt{\alpha}}{\alpha + 1} \tag{25} \]

for \( s = 1, \ldots, M \).

(iii) For the energy collisional production

\[ P_{w} = \frac{\pi}{I_s(\alpha)} \left( \frac{\beta}{\hbar v_F} \right) \sum \eta \eta_{v_0} \eta_{v_0}, \quad \mathcal{H}_\eta \] \tag{26}

where by introducing the relations

\[ L_{00}^+(z) = \frac{1}{e^{\frac{z}{\alpha}} + 1}, \quad L_{00}^-(z) = \frac{\partial}{\partial z} L_{00}^+(z), \tag{27} \]

the adimensional functions \( \mathcal{H}_\eta \) are expressed in the form

\[ \mathcal{H}_\eta = 2 \int_{-\infty}^{+\infty} z(z + 1) L_{00}^+(z) L_{00}^+(z + 1) \, dz. \tag{28} \]

(iv) Analogously, for the remaining collisional productions, we have, for \( s = 1, \ldots, M \),

\[ P_{(\epsilon_{i\epsilon'})} = -\left[ \sum \eta \mathcal{C}_s + \mathcal{C}_s \right] F_{(\epsilon_{i\epsilon'})}, \tag{29} \]

where the average collision frequencies

\[ \mathcal{C}_s = \frac{\pi}{I_s(\alpha)} \left( \frac{\beta}{\hbar v_F} \right) \eta_{v_0} \eta_{v_0}, \quad \mathcal{H}_\eta \] \tag{30}

account for the inelastic scattering of electrons with different \( \eta \) phonon modes, and using the relations (27), the adimensional functions \( \mathcal{H}^{+,\eta} \) are expressed in the form

\[ \mathcal{H}^{+,\eta} = 2 \int_{-\infty}^{+\infty} \left\{ L_{00}^+(z + 1) L_{00}^+(z + \frac{1}{2}) - L_{00}^+(z + \frac{1}{2}) L_{00}^+(z + 1) \right\} \, dz. \tag{31} \]

Analogously, the elastic scattering processes with acoustic phonon are described from collision frequencies

\[ C^{\eta}_{s} = \frac{\eta_{v_k}}{(\hbar v_F)^2} \frac{4\pi I_s}{\beta} \mathcal{G}_s \quad \text{with} \quad \mathcal{G}_s = \begin{cases} 1/2, & s = 1, \\ 1, & s \geq 1. \end{cases} \tag{32} \]

Finally, analyzing the relations (26) and (29), we observe that, as should be expected, at local thermodynamic equilibrium \( F_{(\epsilon_{i\epsilon'})} = 0, \forall s \geq 1 \), all collisional productions vanish, except for \( P_{w} \), which vanishes only when thermal equilibrium conditions are reached (i.e., \( T = T_0, \beta = (k_BT_0)^{-1} \) and \( N_\eta \exp(\beta \omega_{v_0}) = (N_\eta + 1) T_0 = 0 \)).

### D. Homogeneous conditions

Under homogeneous conditions, due to the axial symmetry, we can take \( \mathcal{E} = \{E, 0\} \) and analogously, for the variables of single-particle \( \mathcal{E} = \{E, n\} \), we have \( \mathcal{F}_{(i)} = \mathcal{E}, \mathcal{F}_{(i)} = \{E, 0\} \), whereas only the independent components

\[ \mathcal{F}_{(1, \ldots, 1)} = \mathcal{F}_{(i)} \quad \text{for} \quad s = 2, \ldots, M \]

are of concern for the traceless tensorial moment \( \mathcal{F}_{(i)} \). Accordingly, the numerical density \( n \) assumes a suitable initial constant value, whereas by using Eqs. (16)–(18), we have

\[ \mathcal{W} = -e \mathcal{E} \mathcal{V} + \mathcal{P}_w, \tag{33} \]

\[ \mathcal{V} = -e \mathcal{E} \mathcal{F}_{(-1)} - \mathcal{F}_{(-1)} / \mathcal{V} + \mathcal{F}_1, \tag{34} \]

\[ \mathcal{F}_{(i)} = -e \mathcal{E} \mathcal{F}_{(-1)(i)} - \mathcal{F}_{(-1)(i)} / \mathcal{V} + \mathcal{F}_{(i)} \tag{35} \]

for \( s = 2, \ldots, M \). In this way, the coupled systems (33)–(35) can be expressed in the compact form as

\[ \mathcal{F}_{(i)} = -e \mathcal{E} \mathcal{R}_w + \mathcal{P}_w = 0. \tag{36} \]

where \( \mathcal{F}_{(i)}, \mathcal{R}_w, \mathcal{P}_w \) are, respectively, the moments, the external field productions, and the collisional productions of the single particle. System (36) is closed, where \( \mathcal{P}_w / \mathcal{F}_1, \mathcal{P}_{(i)} / \mathcal{F}_1 \) (for \( s = 2, \ldots, M \)) and \( \mathcal{F}_{(-1)}, \mathcal{F}_{(-1)(i)}, \mathcal{F}_{(-1)(i+1)} \) (for \( s = 1, \ldots, M \)) are the single-particle constitutive functions defined in Sec. II C.
E. Conductivity effective mass

In graphene, carriers are considered as massless Fermions. Indeed, from a formal point of view, in none of Eqs. (33)–(35), a mass term appears explicitly. However, as for other physical systems, we can define always a conductivity effective mass \( m \) for the carriers, as the ratio of the electron momentum \( p_i = h\bar{k}_i \) to its group velocity \( \bar{v}_i \). In particular, for an isotropic band, \( \bar{p} \) and \( \bar{u} \) are parallel \((n, \bar{u}_i \text{ being their versor})\), and, in general, the conductivity effective mass is an increasing function of the microscopic energy \( \varepsilon(\bar{k}) \).

It is possible to prove that, for any physical system in which \( m \) can be expressed as an increasing function, at least linear in \( \varepsilon \), a saturation value \( c^* \) for the group velocity \( \bar{u}_i \) is obtained. Accordingly, we can define a “Lorentz factor” \( \Gamma = [1 - u_i^2/(c^*)^2]^{-1/2} \) for the carriers (see Appendix A). In this way, we can rewrite both the microscopic energy and the effective mass in terms of this \( \Gamma \) factor.

In the specific case of monolayer graphene, as a direct consequence of the isotropic linear band structure \( e(\bar{k}) = \pm \hbar \bar{v}_F \bar{k} \), we have \( c^* = \bar{v}_F \), \( \Gamma = +\infty \), and

\[
\frac{1}{m} = \frac{\bar{v}_F^2}{\varepsilon} \quad \text{with} \quad \bar{u}_i = \bar{v}_F n_i.
\]

With the conductivity effective mass being an increasing function of the energy (i.e., an increasing function of the electric field), and by Eq. (37), we can calculate the “average inverse effective mass” of a single particle

\[
\left\langle \frac{1}{m} \right\rangle = \frac{\bar{v}_F^2}{\varepsilon} \left[ 1 - \frac{1}{\varepsilon} \int d\bar{k} \right] = \bar{v}_F^2 \bar{F}_{(-1)^{1/2}},
\]

as a decreasing function of the electric field (see the inset in Fig. 3). This quantity is proportional to the constitutive function \( \bar{F}_{(-1)^{1/2}} \) expressed in local equilibrium conditions and, consequently, Eq. (34) can be rewritten as a function of a usual mass term in the form

\[
\dot{\bar{v}} = -eE_{\text{eff}} \left[ \frac{1}{2} \frac{1}{m} - \bar{F}_{(-1)^{1/2}} \right] + \bar{F}_1.
\]

We remark that due to the linear band structure, carriers must travel with a velocity of constant modulus [Eq. (37)]. Therefore, both the electric field and the scattering mechanisms cannot change the modulus of the group velocity, but can only modify its direction \( n_i \). Indeed, if the electric field produces a variation of the electron momentum in the direction of its application, then it tends to align the group velocity (keeping its modulus constant) in the direction of the applied field (see Appendix B). These alignment effects produce an increasing anisotropy of the distribution function, and all moments \( \{v_n, \bar{F}_{(n-1)}\} \) increase. Analogously, the scattering mechanisms dissipate energy and redistribute momentum in different directions, thus randomizing the group velocity, always keeping its modulus constant. These randomization processes, isotropize the distribution function, and the macroscopic moments \( \{v_n, \bar{F}_{(n-1)}\} \) decrease. Therefore, an increase or a decrease of these macroscopic quantities is correlated strongly to the combined action of the linear band structure, of the effective mass, of the external field and of the scattering mechanisms. The delicate equilibrium between these processes can lead, under appropriate conditions, to the onset of a NDM for both the average velocity \( \dot{n}_i \) and the deviatoric moments \( \bar{F}_{(n-1)} \) also for small or intermediate values of the electric field.

In particular, the role of dissipative phenomena is of fundamental importance to explain the transport phenomena of hot carriers in graphene. Thus, to describe the dynamic, the nature, and the characteristics of dissipative processes, in Sec. II F, we develop a general theory for the small-signal analysis of the hot electrons system.

F. Small-signal analysis

In the framework of the moments approach developed above, the objective of this section is to construct a general theory for a linear-response analysis at a given bias point. Accordingly, under space-homogeneous conditions, we assume that at the initial time, the carrier ensemble is perturbed by an electric field \( \delta E_\alpha(t) \) along the direction of \( E \) (where \( \xi(t) \) is an arbitrary function of time satisfying \( |\xi(t)| \leq 1 \) superimposed to the steady applied field. Then, we calculate the deviations from the stationary values of the moments denoted, respectively, by \( \delta F_\alpha(t) \). Thus, after linearizing Eq. (36) around the stationary state, we obtain the system

\[
\frac{d}{dt} \delta \bar{F}_\alpha(t) = \delta F_\alpha(t) = \Gamma_{\alpha\beta} \delta \bar{F}_\beta(t) - e\delta E_\alpha(t) \Gamma^{(E)}_{\alpha\beta},
\]

where all the elements of the “response matrix” \( \Gamma_{\alpha\beta} \) and of the “perturbing forces vector” \( \Gamma^{(E)}_{\alpha\beta} \) can be explicitly evaluated starting from the stationary values of the system (see Appendix B). By assuming that \( \delta F_\alpha(0) = 0 \), the solution of Eq. (40) is expressed, in terms of the “response vector” \( K(s) = \exp(\Gamma s) \Gamma^{(E)} \), in the form\(^1,1^4\)

\[
\delta \bar{F}(t) = -e\delta E \int_0^t K(s) \xi(t - s) \, ds.
\]

The “response functions” \( K(t) \) are real by definition and their initial values can be calculated analytically with \( K_\alpha(0) = \Gamma^{(0)}_{\alpha\beta} = \bar{R}_\alpha \) (see Appendix C).

The small-signal analysis is described by the explicit form of the function \( \xi(t) \). Thus, we consider two different cases:

(i) Steplike switching perturbation. In this case, \( \xi(t) = 1 \) for all \( t > 0 \) and equal to zero otherwise, and we obtain the differential relation

\[
K_\alpha(t) = -\frac{1}{e\delta E} \frac{d\delta F_\alpha}{dt}.
\]

It is easy to see that to an extreme position of the perturbation, \( \delta F_\alpha \) corresponds a zero value of \( K_\alpha \) and, analogously, that one flex point of \( \delta F_\alpha \) can be associated with an extreme position of the corresponding \( K_\alpha \).

(ii) Harmonic perturbation. In this case, \( \xi(t) = \exp(i\omega t) \), and we obtain the harmonic perturbation\(^1,1^4\)

\[
\delta \bar{F}(t) = \delta \bar{F}(0) \exp(i\omega t)
\]
with $\delta F_s(\omega) = \mu_s'(\omega)\delta E$, where
\[ \mu_s'(\omega) = -e^2 \int_0^{\infty} K_n(s) \exp(-ios) \, ds \] (43)

is the moment generalized af differential mobility, a complex quantity, with the imaginary part being associated with the reactive contribution. The explicit forms of $\Gamma^\eta_{s}(\omega)$ and $\Gamma_{s\eta}$, for the monolayer graphene, are reported in Appendix C. Besides, by using some analytical expressions given in the Appendix [Eqs. (C5)–(C13)], an anatomy of both the response functions and differential mobilities can be inferred, including their connections with the streaming character of carriers, with the dissipative processes and with the dc NDM of moments.

III. HD NUMERICAL RESULTS

In this, section theory is applied to the case of electrons in monolayer graphene at $T = 300$ K in a wide range of electric fields up to $80$ kV/cm and carrier concentration $5 \times 10^{11}$–$1 \times 10^{13}$ cm$^{-2}$.

A. Collision frequencies

Following the present approach, and using the relations (21), all collision frequencies (30) and (32) can be expressed as functions of the local equilibrium variables $\{n, W\}$. Besides, by considering the effective inelastic transitions $\eta = \{op, iv\}$, with the model proposed by Borysenko and co-workers, we obtain a unique collision frequency $C^{\eta}$ both for the velocity $v$ and for all remaining deviatoric moments $F^{\eta}$.

Figure 1 reports the mean collision frequencies $C^{op}, C^{iv}, C^{iv}$ (see the inset in Fig. 1) as function of electron average-energy $W$ for different electron densities. From an analysis of the mean collision frequencies, we find that (i) the contribution of emission processes is dominant with respect to the contribution of absorption processes in the range of considered electric-field; (ii) by using the deformation potentials (13), the elastic intravalley collisions are negligible with respect to the inelastic collisions, where $C^{\eta} \gg C^{iv}$ for $\eta = \{op, iv\}$ and $s \geq 1$ [see the inset in Fig. 1 and Eq. (32)]. Analogously, by considering the collision frequencies for the inelastic transitions, the optical (op) intravalley transitions prevail with respect to the intervalley (iv) transitions, although these latter remain not negligible.

(iii) For low electron densities ($n = 5 \times 10^{12}$ cm$^{-2}$ and $n = 10^{13}$ cm$^{-2}$) and in correspondence with low energies (i.e., for low electric fields), all collision frequencies increase slowly keeping very small values. Thus, we have a few number of collisional processes and, consequently, the effects imputable to the electric field prevail with respect to those of scattering processes. By contrast, for high electron densities ($n = 3 \times 10^{13}$ cm$^{-2}$; $n = 5 \times 10^{13}$ cm$^{-2}$; $n = 10^{13}$ cm$^{-2}$), the collision frequencies increase very fast starting from low energies, near to the equilibrium conditions (Fig. 1). Consequently, for high electron densities the initial effects, due to the electric field, are strongly reduced by dissipation processes, already starting from very small values of $E$. These results suggest that, as for the collisional frequencies, also the behavior of corresponding macroscopic moments will be strongly dependent on the electron density, for small $E$ values.

(iv) For increasing values of the electric field, the driving field couples with the scattering processes and we assist, due to the linear band structure, to a further increase of the scattering efficiency. In particular, for high electric fields, the behavior of the collisional frequencies is essentially the same for all the electron densities. Indeed, for both high and low electron densities, at increasing energy all collision frequencies increase very fast, in an approximately linear way, with the energy (or, equivalently, in an approximately linear way with $E$; see the energy in Fig. 4). In this case, we expect that also the behavior of the corresponding macroscopic moments is almost independent on electron density, with moments-field curves that are converging toward each other for very high fields values.

B. HD stationary calculations

By fixing the values of $n$ and $M$, for any single simulation, HD systems (33)–(35) are solved numerically, under stationary conditions, for about 100 values of electric field $E$ in the range $\mathcal{E} = [10, 80]$ kV/cm.

All simulations are performed by using an increasing number of moments (i.e., by increasing progressively the value of $M$) until a final convergence of numerical results within 1% is achieved. In this respect, it should be noted that for any single simulation, also using a large number of moments (for example, $M = 50, 60$), all HD results are obtained with computational times shorter than 1 min on a standard workstation.

In general, we have verified the following:

(i) The energy-field curves converge much more quickly than the velocity-field curves.

(ii) For increasing values of $M$, all numerical HD results converge to the same final values and are in good agreement with the corresponding MC results.

(iii) The number of moments necessary to obtain the final convergence (in particular, for the velocity-field curves) is inversely proportional to the electron density considered.
Thus, to estimate the final convergence of the velocity-field curves \(v_M(E)\), we have solved HD systems (33)–(35) for different values of \(M\) and \(E \in \mathcal{E}\). Consequently, for any parametrized electron density, we have evaluated the "maximum relative error"

\[
\Delta_M^{(v)} = \max_{E \in \mathcal{E}} \left| \frac{v_M(E) - v_{M+1}(E)}{v_M(E)} \right|
\]

in correspondence with increasing values of \(M\).

Figure 2 shows, in a systematic way, the "maximum percentage error" \(\Delta_M^{(v)} \times 100\) for the calculation of the average velocity \(v\) as function of the number of moments used at different electron densities. The final numerical convergence of the average velocity shows evident variations, for increasing values of the integer number \(M\), only at low electron densities. Thus, to obtain an excellent convergence (i.e., a "maximum percentage error" below 1%), we must consider \(M \approx 50\) for \(n = 5 \times 10^{11} \text{cm}^{-2}\) and \(M \approx 22\) for \(n = 10^{12} \text{cm}^{-2}\). By contrast, at higher electron densities, a very small number of moments (\(M \approx 8\) for \(n = 3 \times 10^{12} \text{cm}^{-2}\), \(M \approx 6\) for \(n = 5 \times 10^{12} \text{cm}^{-2}\), and \(M = 4\) for \(n = 10^{13} \text{cm}^{-2}\)) are needed to obtain an excellent convergence of HD results. We remark that the final convergence of the velocity is closely related with the external field production \(R_v\) entering Eq. (39). Thus, in Fig. 3, we report \(R_v\) and, separately, its constituent parts \(1/(\bar{m})\) (see the inset) and \(\bar{F}_{(1/2)}\) as function of the electric field at different electron densities. For low electron densities (\(n = 5 \times 10^{11} \text{cm}^{-2}\)), the terms \(1/(\bar{m})\) and \(\bar{F}_{(1/2)}\) are of comparable value. Thus, Eqs. (33) and (39) for \(W\) and \(v\) are strongly coupled with the HD equations (35) for the remaining deviatoric moments \(F_{(n)}\). In this case, the use of many moments is necessary to obtain an excellent final convergence of the velocity \(v\). By contrast, for high electron densities (\(n = 10^{12} \text{cm}^{-2}\)), it is possible to verify that, the mass term \(1/(\bar{m})\) is predominant (i.e., \(1/(\bar{m}) \gg \bar{F}_{(1/2)}\)). In this case, the equations for \(W\) and \(v\) are weakly coupled with the remaining HD equations (35) and, consequently, only few moments suffice to obtain an excellent final convergence of the average velocity.

Figure 4 reports the HD and the MC results for the average velocity \(v\) and energy \(W\) as a function of the electric field for two values of electron density \(n = 5 \times 10^{11} \text{cm}^{-2}\) and \(n = 10^{12} \text{cm}^{-2}\). Lines refer to present HD results obtained under stationary conditions, for different values of \(M\). Symbols (stars and circles) refer to MC calculations available from the literature\(^{20,27,28}\) and obtained in the same physical conditions of HD calculations (i.e., by using the same scattering terms with the same scattering parameters). The HD results exhibit a significant dependence on the number of moments used and this is particularly evident for the velocity.\(^{3}\) In general, for the first odd values of \(M\) (see, for example, the case \(M = 1\) with the moments \([W, v]\)) HD results are overestimated with respect to those of MC. By contrast, for the first even values of \(M\) (see, for example, the case \(M = 2\) with the moments \([W, v, F_{(2)}]\)) HD numerical results are underestimated when compared to those of MC. In any case, for increasing values (even or odd) of \(M\), HD calculations converge to the same final values and the achieved good agreement with MC data validates the present HD-MEP approach.

Figure 5 shows, in a systematic way, the final convergence of the HD numerical calculations, under stationary conditions, for both the average velocity \(v\) and average energy \(W\) as a function of the electric field in a wide range of values \((E \in [0, 80] \text{kV/cm})\), parametrized by different electron densities. In general, we have verified the following:

(i) The average velocity exhibits a different saturation trend in correspondence with an increasing electron concentration, with the onset of a NDM more pronounced at low carrier densities.

Accordingly, at lower electron density, the value of the peak velocity is higher, the onset of NDM occurs at lower electric fields, and the NDM is maintained also at low fields. This behavior is well confirmed by most theoretical studies existing in the literature\(^{17,20,23}\). In particular, we observe the onset of NDM for fields of approximately \(2–3 \text{kV/cm}\) at low densities \((n = 5 \times 10^{11} \text{cm}^{-2}, n = 10^{12} \text{cm}^{-2}\)), but this NDM almost disappears at densities higher than about \(10^{13} \text{cm}^{-2}\).
(ii) Regarding the average energy parametrized by different carrier densities, the energy-field curves start from their thermal equilibrium value at the lowest fields and then converge to the same linear asymptotic trend at the highest fields, a behavior correlated with the peculiar energy dispersion of the band (see Fig. 5).

(iii) As shown in Fig. 6, the deviatoric moments $F_{hi}$ show a behavior analogous to that of the average velocity $v$. Indeed, for low electron densities and for increasing values of $s$, the moments $F_{hi}$ exhibit a strong initial increase, then tend to saturate, by decreasing at the highest electric fields with a “generalized differential mobility” that takes negative values.

In particular, also in this case, we observe the onset of a NDM for small values of the electric field and at low carrier densities, while the NDM of these moments almost disappears at densities higher than about $10^{13}$ cm$^{-2}$.

To provide a physical interpretation of the curves reported in Figs. 1–6, it is useful to analyze the different contributions that can be associated with the separate actions of the scattering mechanisms, of the electric field and of the band structure. In particular,

(i) For low electron densities ($n = 5 \times 10^{11}$ cm$^{-2}$ and $n = 10^{12}$ cm$^{-2}$), near to thermal equilibrium conditions, all collision frequencies increase slowly and are very small. Therefore, for low electric fields, we have a few number of collisional events that, as we will see, will lead to the onset of a streaming motion regime. In this case, the effects imputable to the electric field will prevail over the effects due to scattering phenomena. Consequently, the energy increases, the electric field tends to align the group velocity in the direction of the applied field (see Appendix B), by keeping its modulus constant, but producing an increasing anisotropy in the distribution function. In correspondence with this anisotropy, both the average velocity $v$ and the macroscopic deviatoric moments $F_{hi}$ increase rapidly for very small electric fields. When the electric
field increases further, we assist to an increase of the scattering rate. In this case, the applied field acts mainly on the energy, while the scattering mechanisms act mainly on the velocity and on the deviatoric moments. Thus, for increasing values of the electric field, the energy $W$ increases faster because of the reduced efficiency of scattering to dissipate the excess energy gained by the field. By contrast, $v$ and $F_i$ show saturation phenomena, with a subsequent marked an NDM, because of the enhanced efficiency of scattering to dissipate through randomization the momentum gained by the field. In this case, starting from the onset of the NDM, the effects imputable to scattering phenomena will prevail over he effects due to electric field. Indeed, the collisional processes will produce an increasing randomization of the group velocity which, keeping its modulus constant, tends to isotropize the distribution function. Consequently, the macroscopic variables $[v, F_i]$ will decrease at increasing values of the electric fields.

(ii) For higher values of electron density ($n = 3 \times 10^{12} \text{ cm}^{-2}$, $n = 5 \times 10^{12} \text{ cm}^{-2}$, and $n = 10^{13} \text{ cm}^{-2}$), the collision frequencies are rapidly increasing near to thermal equilibrium conditions. In this way, there is a comparatively larger number of scattering events at low electric field values, and all moments are strongly affected by dissipative phenomena also for very small electric fields. Therefore, for high electron densities and small electric fields, the average energy $W$ grows very slowly near thermal equilibrium conditions (Fig. 5), while for increasing values of the electric fields, the effects of the applied field prevail on scattering mechanisms and (as in the case of low electron densities) the energy-field curves increase rapidly, converging toward each other at high fields.

Analogously, for both the average velocity and the deviatoric moments, the initial effects due to the electric field (which tend to align the group velocity in the direction of applied field) are strongly attenuated by the scattering mechanisms which, vice versa, by randomizing the group velocity, tend to isotropize the distribution function. Thus, $v$ and $F_i$ increase slower and are lower in correspondence of a higher electron density. Subsequently, through the increasing dissipation phenomena, we observe the saturation effects with an onset of the saturation moved forward and, consequently, a NDM strongly attenuated with increasing electron density (to the point of practically disappearing at densities higher than about $n = 10^{15} \text{ cm}^{-2}$).

(iii) For very high energies, both the behavior of the electric field and the behavior of scattering mechanisms are essentially independent on the electron density. As a direct consequence, also behavior of corresponding macroscopic moments is almost independent of electron density, with moments-field curves that are converging toward each other for very high fields values.

C. HD small-signal analysis

In order to describe the nature of dissipative phenomena for the electron system, we consider the study of the eigenvalues of the response matrix, the analysis of the time decay of the “response functions” and the spectrum of the corresponding “ac differential mobilities.”

In general, the eigenvalues of the response matrix $\Gamma_{ij}$ are complex quantities with the imaginary part indicating the presence of some kind of “deterministic” relaxation in the system that can be attributed to a “streaming character” of the distribution function. Figure 7 reports the generalized relaxation rates $\nu, -\lambda$ both for the velocity $v$ and the energy $W$ as a function of electric field, obtained with $M = 1$, for different electron densities. The energy and energy relaxation rates are coupled reciprocally for almost the entire extension of values of the considered electric field. The complex eigenvalues have the same real part with an imaginary part comparable with the real part in a large part of coupling region. Only for very small electric fields, $-\lambda$ and $-\lambda$ are decoupled, and in this case, the coupled region is more extensive if the electron density is smaller (see the inset in Fig. 7). For increasing values of $M$, the $\Gamma_{ij}$ spectrum behavior becomes sufficiently intricate because we can observe also some coupling regions associated with deviatoric moments $F_i$. 

![Figure 6: Final convergence of the HD numerical results, for the deviatoric moments $[F_{ii}, F_{ij}, F_{kl}]$, obtained for different electron densities n, as functions of field $E$, at $T_0 = 300$ K.](image1)

![Figure 7: Eigenvalues of the relaxation matrix $\Gamma_{ij}$ vs electric field. The lines refer to the real parts of the eigenvalues associated, respectively, to the velocity $v$ and energy $W$, evaluated for different electron densities with $M = 1$. In the inset we report, only for very low fields, also the imaginary parts.](image2)
However, we have verified that, by considering an increment of $M$, the essential characteristics of the spectrum shown in Fig. 7 remain unchanged. Therefore, the analysis of the generalized relaxation rates $-\lambda_{\alpha}$ shows that the electron transport in graphene is essentially characterized by a streaming motion regime imputable to the combined action of the electric field and of the scattering phenomena. This behavior is evident for any electron density, with an onset of the streaming motion regime obtained by starting from very low electric fields values ($0.2$–$0.6$ kV/cm). The streaming motion is particularly evident also in the presence of a few number of collisional events (i.e., low electron densities and very small electric fields) and it extends to larger values than in the case of usual semiconductors.

In Figs. 8 and 9, we report the response functions $K_v(t)$ and $K_M(t)$, and in the insets, the corresponding differential responses $\partial v / \partial E$ and $\partial W / \partial E$ to a step-like switch-on of the electric field, for two different electron densities ($n = 5 \cdot 10^{11}$ cm$^{-2}$ and $n = 10^{13}$ cm$^{-2}$), at increasing electric fields. Each curve $K_v(t)$, in Fig. 8, is normalized to its initial value to allow for a comparison of the different decay-time scales. By using Eqs. (C2), the initial values $K_v(0) = T_v = R_v$ are explicitly reported in Fig. 3 as positive decreasing functions of electric field. In particular, for low electron densities and for low electric fields, the $K_v(0)$ curves decrease rapidly while, by contrast, for all electron densities considered and for high fields, the curves converge toward each other assuming values slowly decreasing (behavior imputable, essentially, to the mass term $(1/m)$). The curves $K_v(t)$ reported in Fig. 9 are not normalized and, from Eq. (C1), the initial values $K_v(0) = v$ are very different for the two electron densities, because the behavior of velocity $v$ is different in correspondence of the same values of the dc electric fields (see Fig. 5). In general, from Figs. 8 and 9, we observe that for small electric fields ($E = 1$–$2$ kV/cm), the response functions, associated with electron density $n = 5 \cdot 10^{11}$ cm$^{-2}$, decay much slower with respect to the curves obtained in correspondence of a much higher electron density $n = 10^{13}$ cm$^{-2}$. These results confirm that, for low electric fields and for low electron densities, we have a small number of collisional processes, and, consequently, in the electron transport, the alignment effects of group velocity, due to electric field, will prevail with respect to randomization processes imputable to scattering mechanisms.

Figure 8 shows, in a systematic way, that the combined action of the electric field and dissipative processes induces a noneponential decays of the $K_v(t)$ curves by exhibiting a negative part that implies an overshoot of the corresponding differential response. Thus, the
perturbations $\delta v/\delta E$ quickly increase with time when $K_v(t) > 0$, reach a maximum at time $t$ corresponding to $K_v(t) = 0$, and then decay asymptotically toward the steady state when $K_v(t) < 0$. We remark that, if the negative part of response function $K_v(t)$ is relevant, then this behavior is certainly connected with the onset of the dc NDM for the velocity, and, consequently, with the prevalence of the dissipative effects with respect to effects due to the electric field. Indeed, by considering regions with a NDM (see Fig. 5) for the velocity $v$ ($E \geq 2$ kV/cm for $n = 5 \cdot 10^{11}$ cm$^{-2}$) from Eq. (C7), we obtain $X_v(0) \leq 0$ (zero at the onset of NDM), and analogously, the integral in Eq. (C9) must be negative or null. Thus, if the initial part of the response functions $K_v(0)$ is positive (see Fig. 3), then at long times the contribution of the integrand in Eq. (C9) must be negative to compensate. In this transition, the response functions fall down through a zero and the corresponding derivative becomes negative. In particular, if at the transition point it is $dK_v/dt < 0$, then, from Eq. (42) to a zero value of $K_v$, it corresponds a positive maximum of $\delta v$ (see the inset in Fig. 8), and analogously [using the derivative of Eq. (42)], to one flex point of the perturbation $\delta v$ (see the inset) can be associated a minimum of the corresponding response function. Indeed, in the presence of a NDM for $v$, the corresponding perturbations $\delta v/\delta E$, after passing the flex points, must decay necessarily toward a negative steady state (see the inset in Fig. 8). Therefore, the negative part of the response function $K_v(t)$ is associated with the combined action of the electric field and dissipative processes, and it predominates in the integral (C9) when the effects of collisional processes predominate on the effects of the electric field [i.e., in the presence of a NDM, when $X_v(0) \leq 0$]. However, for continuity reasons, the previous behavior of the functions $K_v(E, t)$ must be valid also in some range of lower electric fields. Thus, for $E = 1$ kV/cm and $n = 5 \cdot 10^{11}$ cm$^{-2}$, the response function $K_v$ still shows a large negative part, highlighting the “streaming motion regime” in the electron transport, also in the presence of a few number of collisional events. Of course, in this case, $X_v(E, 0) > 0$, the positive values of the integrand in (C9) will be predominate, and the electric field effects will prevail on the collisional effects. We remark that, also the energy response function $K_{\text{er}}$ evidences the streaming character of hot carriers. In particular, as in the usual semiconductors, for intermediate and high values of electric field ($E \geq 10$ kV/cm in Fig. 9), the $K_{\text{er}}$ curves show a non-monotonic behavior with a maximum (for $t \neq 0$), which separates different time scales, indicating the onset of a diffusive regime for $t > t_e$. For low electric fields, the maximum value of $K_{\text{er}}$ moves to the left at $t = 0$ by showing that, in this case, we have only the onset of an immediate streaming motion regime for $t > 0$.

Figures 10 and 11 report the spectra of the ac differential mobility $\mu'_v$ associated with the velocity $v$, for the two different electron densities $n = 5 \cdot 10^{11}$ cm$^{-2}$ and $n = 10^{13}$ cm$^{-2}$. Also the $\mu'_h(\omega)$ curves show similar common features, by behavior of the corresponding response functions. Indeed, in the presence of dissipative processes, the distinctive behavior of all functions $K_v$ evidence an initial drop with an “overshoot to negative values.” If the overshoot is enough pronounced, then the negative values of the integrand functions $\int K_v(t)$ and $\int K_h(t)$ must predominate in the integrals (C10) and (C11). Thus, from Eq. (C8), the real part of curves $\mu'_v$ must increase through a maximum before decreasing toward its high-frequency limit of Eq. (C12). The height of the peaks increases for low electron densities, because it is connected with the amplitude of the negative parts of response functions, while the position of the peaks slightly shifts to higher frequencies at increasing fields. Analogously, from Eq. (C8), also the shape of curves $\mu'_h(\omega)$ must be initially positive while, being $K_v(0) > 0$ from Eq. (C12), the imaginary parts must be negative in some frequency range extending to infinity. Therefore, if the negative part of curves $K_v$ is relevant, we find that at low frequencies $Y_v(\omega) > 0$, at intermediate frequencies $Y_v(\omega) = 0$, and for some range of frequencies extending to infinity $Y_v(\omega) < 0$.

We have thus established that the negative parts of response functions $K_v$, the positive overshoots of the corresponding differential responses $\delta v/\delta E$, the peaks of real parts $\text{Re}[\mu'_v]$, and the maxima (with the consequent fall through a zero) of the imaginary parts $\text{Im}[\mu'_h]$ all describe the same dissipative microscopic phenomena. These correlations are particularly evident when the negative part of $K_v$ is relevant, and we observe in correspondence a dc NDM for the velocity $v$ (i.e., when $X_v(0) < 0$).

By considering the remaining deviatoric moments $\tilde{F}_{\text{ij}}$, we have verified that at increasing values of $s$, all functions $\{K_v(0), \delta F_{\text{ij}}/\delta E, \mu'_h(\omega)\}$ exhibit a very similar evolution to that of the functions $\{K_v, \delta v/\delta E, \mu'_v(\omega)\}$ for the velocity. In particular, also in this case, in correspondence of a generalized NDM (see Fig. 6), the negative parts of the response functions $K_v(0)$ are predominant in the
time domain, at increasing frequencies all curves \( \text{Re}[\mu_f'] \) exhibit a peak before falling off to zero and, analogously, all the imaginary parts \( \text{Im}[\mu_f'] \) increase through a positive maximum before decreasing toward a negative minimum.

Lastly, for high fields \((E = 80 \text{kV/cm})\), the response functions \(\{K_v, K_{\mu}^{(f)}\} \) and the corresponding ac differential mobilities \(\mu_v', \mu_{\mu}^{(f)}\) are substantially the same for all the two different electron densities (see Figs. 8–11). In this case, the behavior of scattering mechanisms is essentially independent of the electron density and, as direct consequence, also the dynamic, the nature, and the characteristics of dissipative processes, expressed in the framework of small-signal analysis, are the same in the case of very high electric fields.

**IV. CONCLUSIONS**

By using the MEP, we have presented a general theory to analyze high-field transport in monolayer graphene. The theory is formulated, at a kinetic level, without the need to introduce external parameters. To this purpose, the simplified model proposed by Borysenko and co-workers has been used for the scattering mechanisms, with scattering parameters that appear to have been averaged over large regions of the BZ. Therefore, by using the MEP in a dynamic context, we have constructed a closed HD system containing all underlying physical processes in an explicit way. In homogeneous and stationary conditions, the HD results show that the behavior of all moments is imputable to the linear band structure and to the competition between the effects induced by the external field and the effects induced by scattering mechanisms. This competition depends, essentially, on the parametrized electron density, and, in general, while the action of an increasing electric field prevails on the energy \(W\) by contrast, the effects of dissipative processes are more evident on the velocity \(v\) and in the deviatoric moments \(\mu_f'\).

In the specific case of monolayer graphene, due to the linear band, both the average velocity and all deviatoric moments are expressed as an ensemble average of the versors \(n_i\) associated with the group velocity. Besides, we have shown that the peculiar condition \(u_i = v_F n_i\), together with an effective mass increasing with the energy, induces the electric field to align the carriers microscopic velocities (keeping their modulus unchanged) in the direction of the applied field. Vice versa, by investigating the nature of dissipative processes, we have also demonstrated that (i) the presence of complex eigenvalues of response matrix, (ii) the negative values taken by the response functions \(K_v\) and \(K_{\mu}^{(f)}\), (iii) the positive overshoot of the corresponding differentials responses \(\delta v_i, \delta F_{\mu_{\mu}}\) and (iv) the maximum of the real and imaginary parts of the corresponding ac differential mobility \(\mu_f'\) are all related to the efficiency of dissipative scattering processes. These results are

---

**FIG. 11.** Real and imaginary parts of the ac differential mobility \(\mu_f'\) for the velocity \(v\) as functions of the frequency \(f\) for a very high electron density \(n = 10^{13} \text{cm}^{-2}\) at \(T_0 = 300 \text{K}\) and increasing dc electric fields.
connected with the streaming motion of carriers and, in particular, they are evident by means of simplified analytical considerations when the efficiency of dissipative processes prevails on the effects imputable to electric field, by producing a dc NDM for the macroscopic variables \( \mathbf{v} \) and \( F_{\alpha}(0) \) (i.e., when \( \dot{X}_{\alpha}(0) < 0 \) and \( X_{\alpha}(0) < 0 \)).

Finally, in Appendixes A–C, we show that for any charge carriers system, where the effective mass is an increasing function (at least linearly) of the microscopic energy, we can always introduce a Lorentz factor for the system.37 Therefore, as in the monolayer graphene, for very high energies, all carriers travel with a constant group velocity, equally approximately to the saturation maxima velocity. With this constraint, both the electric field and the scattering mechanisms cannot change the modulus of the group velocity, but, as in the monolayer graphene, it can only modify its direction. Therefore, in the case of a single valley model, some analogies between the electron transport in these systems and the electron transport in the monolayer graphene can be considered. In particular, for low electron densities and very high electric fields, due to the delicate equilibrium between the randomization effects and the alignment effects of group velocity, the combined action of band structure and of scattering mechanisms can lead, also in this case, to the onset of a small velocity, the combined action of band structure and of scattering mechanisms cannot change the modulus of the group velocity for the system, and the effective mass is an increasing function with respect to other competitive numerical methods at a kinetic level; (ii) to investigate and classify in a systematic way the behavior of the macroscopic moments in ac and dc dynamic conditions; (iii) to distinguish the different regimes of transport by identifying, from an analysis of collisional frequencies, the dominant scattering mechanisms for a given range of electric field; and (iv) to provide further physical information by allowing the calculation both of entropy and of entropy production associated with the hot carriers of the system.

Lastly, we remark that, for a wider application of the HD-MEP approach, one should consider to further refine the description of the physical system by introducing, for example, the role of the anisotropies in the band structure and electron-phonon coupling elements, the processes for the generation of secondary electrons, and other scattering processes (surface optical-phonon and ionized-impurity scatterings). These implementations can be included in the HD-MEP theory and should be among the topic of future research.
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From (A7), we have \( u \leq c^* \) with \( u = c^* \Leftrightarrow \alpha_0 = 0 \). By using Eq. (A7), it is easy to prove the relation

\[
\sqrt{\alpha_0^2 + \frac{2\alpha_1}{m}(\hbar k)^2} = |\alpha_0|\Gamma \quad \text{with} \quad \Gamma = \left[ 1 - \frac{u^2}{c^*} \right]^{-\frac{1}{2}},
\]

with \( \Gamma \) being the “Lorentz factor” for the system.

Thus, by using Eqs. (A2) and (A8), we can rewrite the energy (A3) and the effective mass (A4) by means of the \( \Gamma \) factor, as

\[
e = \left( E_0 - \frac{\alpha_0}{2\alpha_1} \right) \pm \frac{|\alpha_0|}{2\alpha_1}\Gamma, \quad \tilde{m} = \pm |\alpha_0| m\Gamma.
\]

### 2. Some significant cases of interest

(I) We assume that \( E_0 = \alpha_0/(2\alpha_1) \).

In this case, from (A3), (A4), and (A9), we have

\[
e = \pm \sqrt{p^2c^2 + (\alpha_0mc^2)^2} = \pm |\alpha_0|mc^2\Gamma, \quad \tilde{m} = \frac{e}{\sqrt{c^2}} = \pm |\alpha_0| m\Gamma.
\]

#### a. Subcase A: Relativistic particle

For \( \alpha_0 = 1 \) and \( c^* = c \) (where \( c \) is the light speed), we obtain the usual relativistic relations

\[
e = \pm \sqrt{p^2c^2 + (mc^2)^2} = \pm mc^2\Gamma, \quad \tilde{m} = \frac{e}{\sqrt{c^2}} = \pm m\Gamma.
\]

#### b. Subcase B: Monolayer graphene

For \( \alpha_0 = 0 \) and \( c^* = v_F \), we obtain \( E_0 = 0 \), with \( \Gamma = +\infty \) and the relations\(^{39}\)

\[
e = \pm \hbar v_F k, \quad \tilde{m} = \frac{e}{v_F^2}, \quad u_i = v_F n_i.
\]

(II) We assume that \( E_0 \neq \alpha_0/(2\alpha_1) \).

In this case, we consider the bilayer graphene, the multilayers graphene, and the Kane relation in semiconductors.

#### c. Subcase C: Bilayer graphene

From (A3), (A4), and (A9), with \( \alpha_0/\alpha_1 = \gamma_1 > 0, E_0 = [0, \gamma_1], \) and \( c^* = v_F \), we determine the simplified expressions\(^{40}\) for the band structures and the effective mass of the bilayer graphene

\[
e_{1,2}^\mu = s \frac{\gamma_1}{2} \left[ \mu + \sqrt{1 + \frac{4v_F^2}{\gamma_1}(\hbar k)^2} \right] = \frac{s}{2} \left[ \mu + \Gamma \right],
\]

\[
\tilde{m}_i = s \frac{\gamma_1}{2v_F^2} \sqrt{1 + \frac{4v_F^2}{\gamma_1}(\hbar k)^2} = \frac{s}{2v_F^2} \Gamma,
\]

with \( s = \pm \) and \( \mu = \pm 1 \). In particular, \( \epsilon_{1,1} \) describes a pair of low-energy bands closer to zero energies and \( \epsilon_{1,2} \) another pair of high-energy bands repelled away by approximately \( \pm \gamma_1 \). In each pair, \( s = + \) and \( s = - \) represent the electron and hole branches, respectively.

The “nonparabolic” low-energy bands, expressed by \( \epsilon_{1,1} \) interpolates\(^{39}\) between a linear behavior \( \epsilon_{1,1} \approx \pm v_F \hbar k \) at very large momenta, and a parabolic quadratic spectrum \( \epsilon_{1,1} \approx \pm (\hbar k)^2/(2m^*) \) at very small momenta (near the zero energy).

#### d. Subcase D: ABA-stacked multilayers graphene

The band structure of the multilayer graphene has been observed experimentally\(^{41}\) and if \( N \) is the number of layers, then there are \( 2N \) energy bands. In particular, in the case of “ABA-stacked multilayers graphene,” in a simplified approximation\(^{42}\) of the tight-binding approach, for \( N \) odd, we have the alternation of two linear Dirac bands with \( (2N - 1) \) nonparabolic bands, while for \( N \) even, we have \( 2N \) nonparabolic bands. For the two linear bands (\( N \) odd), we have, as in “Subcase B,”

\[
e = \pm v_F \hbar k \quad \text{and} \quad \tilde{m} = e/\gamma_1^2.
\]

The remaining nonparabolic bands (for both \( N \) odd and \( N \) even) can be determined from the relations (A3), (A4), and (A9) by assuming \( c^* = v_F, \alpha_0/\alpha_1 = \gamma_{1,n} = \gamma_1, \gamma_2 > 0, \) and \( E_0 = [0, \gamma_{1,n}] \), with

\[
Y_n = 2 \cos \left( \frac{\pi n}{N + 1} \right), \quad n = 1, 2, \ldots [N/2],
\]

where \( [N/2] \) is the greatest integer \( \leq N/2 \).

In this case, we obtain a generalization of (A13)–(A14)

\[
e_{1,2}^{n\mu} = s \frac{\gamma_{1,n}}{2} \left[ \mu + \sqrt{1 + \frac{4v_F^2 s^2}{\gamma_{1,n}}(\hbar k)^2} \right] = \frac{s}{2} \left[ \mu + \Gamma \right],
\]

\[
\tilde{m}_i^{n} = s \frac{\gamma_{1,n}}{2v_F^2} \sqrt{1 + \frac{4v_F^2 s^2}{\gamma_{1,n}}(\hbar k)^2} = \frac{s}{2v_F^2} \Gamma,
\]

with \( s = \pm, \mu = \pm 1, \) and \( n = 1, \ldots, [N/2] \).

Thus, for “ABA-stacked trilayer graphene” \( N = 3 \), we have six energy bands\(^{33,44}\) with the energy spectrum, that is, the superposition of two linear Dirac bands [see Eqs. (A12)], as in the monolayer graphene, and four nonparabolic bands, as in the bilayer graphene, except that the term \( \gamma_1 \) will appear with a factor of \( \sqrt{2} \) (i.e., \( \gamma_{1,1} = \sqrt{2}\gamma_1, e_{1,1} = s(\gamma_1/\sqrt{2})(\mu + \Gamma), \) and \( \tilde{m}_1^{n} = s\gamma_1/\sqrt{2}v_F^2 \)).

Analogously, for “ABA-stacked four-layer graphene” \( N = 4 \), we have eight nonparabolic bands with different values of effective masses\(^{44}\) obtained by inserting in (A15) and (A16) \( \gamma_1 = (\sqrt{5} + 1) \gamma_{1,1} / 2 \) and \( \gamma_1 = (\sqrt{5} - 1) \gamma_{1,1} / 2 \).

Finally, for \( N = 5 \), we have the “ABA-stacked five-layer graphene” and, therefore, still an alternation of two linear Dirac bands [Eqs. (A12)], with eight nonparabolic bands and different effective masses\(^{44}\) obtained by introducing the values \( \gamma_1 = (\sqrt{5} - 1) \gamma_{1,1} = (\sqrt{5} + 1) \gamma_{1,1} / 2 \) and \( \gamma_{1,2} = \gamma_1 \) in (A15) and (A16).
It is clear that the band structure becomes more and more complex with increasing the number $N$ of layers, but in the framework of these approximations, both the energy and the effective mass can be determined using, in a recursive way, the relations (A12), (A15), and (A16).

**e. Subcase E: Kane relation in semiconductors**

In this case, $a_0 = 1$, $\alpha_1$ is the nonparabolicity factor, $E_0 = E_\text{c}$ and $m$ are, respectively, the energy and the effective mass associated with the bottom edge of the conduction band. Thus, using (A3), (A4), and (A9), we obtain

$$
\varepsilon = E_i + \frac{1}{2\alpha_1} \left\{ -1 + \sqrt{1 + \frac{2\alpha_1}{m} (\hbar k^2)} \right\} = mc^2(\Gamma - 1),
$$

$$
\bar{m} = m[1 + 2\alpha_1(\varepsilon - E_i)] = m\Gamma,
$$

where $c^2 = (2\alpha_1 m)^{-1}$. Also in this case, the nonparabolic energy interpolates between quadratic forms $\varepsilon - E_i \approx (\hbar k^2)/(2m)$ near the zero energy (i.e., $\varepsilon = E_i$), and a linear behavior $\varepsilon - E_i \approx c^*\hbar k$ at very high momenta.

Therefore, for any physical system in which the conductivity effective mass is a strictly increasing function, at least linear $\varepsilon$ in the microscopic energy, we have (i) a saturation velocity for the group velocity and we can express both the band structure and the effective mass in terms of a "Lorentz factor" $\Gamma$ for the system.

(ii) By knowing the three parameters $a_0 = m a_0$, $\alpha_1 = m a_1$, and $E_0$, we explicitly determine both the band structure of the physical system considered and the saturation velocity for the group velocity. In particular, $a_0$ and $\alpha_1$ can be obtained by means of experimental measurements of the carriers’ effective mass.

**APPENDIX B: BAND STRUCTURE, ELECTRIC FIELD, AND DISSIPATIONS**

**1. Linear band structure**

In the case of the monolayer graphene, due to a linear band structure, the carriers must travel keeping the modulus of the group velocity constant. Thus, if we decompose the group velocity and the momentum into their parallel and perpendicular parts to the applied field $E$, we have $|\mathbf{u}| = v_F = \sqrt{(\mathbf{u}_n)^2 + (\mathbf{u}_p)^2}$ with $\mathbf{u}_n = \hbar k / \bar{m}(\varepsilon)$ and $\mathbf{u}_p = \hbar k / \bar{m}(\varepsilon)$.

It is easy to prove that the electrons moving in the direction of an increasing electric field will have the parallel component $\mathbf{u}_n$ increasing at the expense of its perpendicular part $\mathbf{u}_p$. Indeed, in correspondence of an increase $\delta E$ of the electric field in the direction of its application, the energy $\varepsilon(k)$ increases, the effective mass $\bar{m}(\varepsilon)$ increases, and the electron momentum $\hbar k$ increases only in the direction parallel to $\delta E$ (while it remains constant in the perpendicular direction); this leads to a decrease of the component $\mathbf{u}_p$ and, for the constrain $|\mathbf{u}| = v_F$, to an increase of the parallel component $\mathbf{u}_n$. Therefore, an increasing electric field tends to align the group velocity (by keeping its modulus constant) in the direction of the applied field. Vice versa, the scattering mechanisms dissipate energy and redistribute momentum in different directions, and, consequently, they randomize the group velocity in the phase space, leaving its modulus unchanged.

Thus, the macroscopic quantities $v_i$ and $F_{(i\rightarrow)}$ can be evaluated as an ensemble average of the versors $v_{ni}$ with

$$
v_i = \frac{v Fi}{n} \int n_i \mathcal{F} d\mathbf{k}, \quad F_{(i\rightarrow)} = \frac{v Fi}{n} \int n_i \ldots n_{i\ldots} \mathcal{F} d\mathbf{k}.
$$

Therefore, if the aligning effects prevail on the randomization processes, we have an anisotropy of the distribution function in the direction of the applied field, and the moments $\{v_i, F_{(i\rightarrow)}\}$ increase. Vice versa, if the scattering mechanisms prevail with respect to the electric field effects, then the randomization processes tend to isotropize the distribution function, and the moments decrease. In order to verify whether the randomization processes can produce strong dissipative phenomena on the macroscopic variables (B1), we consider the effects imputable to the choice of a different acoustic deformation potential $D_{ac}$ for the elastic intravalley transitions, leaving the other scattering parameters unchanged. We remark that the intravalley acoustic scattering can only randomize both the momentum and the group velocity of the electrons. In this case, the scattering events, being elastic, do not change the $|k|$ of electrons (although $|k|$ is different for the single carriers), while $|\mathbf{u}| = v_F$ is always constant (regardless of the scattering processes) and the same for all electrons, due to the linear band.

In particular, we use a larger deformation potential $D_{ac} = 16.5/\sqrt{8} eV$, equivalent to that adopted by Shishir and co-workers in Ref. 23, and in Fig. 12, we report the new HD numerical results for both the collisional frequencies and the average velocity in correspondence of different electron densities. In this case, we obtain two distinct total average collisional frequencies, respectively, for the velocity $v$ ($C_{99} + C_{99} + C_{99})$ and for the remaining deviatoric moments $F_{(i)}$ ($C_{88} + C_{88} + C_{88}$) with $s > 1$. Obviously, the inelastic collisional frequencies ($C_{99}$, $C_{99}$), reported in Fig. 12, remained unchanged with respect to the previously examined case (see Fig. 1); while on the contrary, the elastic collisional frequencies $C_{99}^{\text{eq}}$ and $C_{99}^{\text{eq}}$ are no more negligible by assuming, in this case, a dominant role for all energy ranges. Figure 12 reports the collision frequencies ($C_{99}$, $C_{99}^{\text{eq}}$, $C_{99}^{\text{eq}}$) [Eqs. (30) and (32)] as functions of average electron energy eW, and HD stationary numerical results for the velocity as function of electric field E, for different electron densities. Thus, if on the one hand, the linear dispersion $\varepsilon(k)$ forces the electrons to travel with a group velocity of constant modulus then, on the other hand, the scattering mechanisms, by producing a randomization of the group velocity, tend to isotropize the distribution function and consequently all moments (B1) strongly decrease. Analogously, both Figs. 1 and 12 show that, for very low electric fields, the collisional frequencies strongly depend on the electron density. Consequently, the behavior of the NDM will depend strongly on the electron density.
2. Nonparabolic band structure

In this case, due to the band structure, the carriers do not travel with a constant velocity and, for \( u(k) \ll c^* \), the electric field and the dissipative processes produce reciprocal variations both of the modulus and the direction of the group velocity. Thus, the average velocity and all deviatoric moments will be expressed as a statistical average on both the modulus \( u(k) \) and the versor \( n_i \), where \( v_i = 1/n \int u(k)n_i \cdot dk \) and \( \mathcal{F}_{(i,-i)} = 1/n \int [u(k)]^2 n_{(i_1 \ldots i_n)} \cdot dk \).

However, for very large momenta, the band structure exhibits a linear dispersion and the carriers should travel, approximatively, with a constant group velocity coinciding with the saturation velocity (i.e., \( u \approx c^* \)). Consequently, in this case, both the electric field and the scattering mechanisms cannot change the modulus of the group velocity but can only modify its direction and, as in the monolayer graphene, \( v_i \) and \( \mathcal{F}_{(i,-i)} \) will be expressed only as an ensemble average of the versors \( n_i \).

Consequently, in the case of a single effective valley with a nonparabolic band structure when, for very high fields, it can be considered approximately linear, the prevalence of randomization of group velocity can lead to small negative diffusion effects due to randomization of group velocity can lead to small negative.

**APPENDIX C: SMALL-SIGNAL ANALYSIS**

By considering the time evolution of a small perturbation around the steady state of the moments \( \mathcal{F}_{\alpha\beta} \), the system of Eq. (40) is expressed in terms of the \( M + 1 \) quantities \( \delta \mathcal{F}_{\alpha\beta}(t) = \left\{ \delta \mathcal{W}, \delta v, \delta \mathcal{F}_{(i)} \right\} \) (with \( s = 2, \ldots, M \)). For the component of the "perturbing forces," we have \( \Gamma_{\alpha\beta}^{(s)} = K_{\alpha}(0) = \left[ \Gamma_{\alpha\beta}^{(s)} + \Gamma_{(i)}^{(s)} \right] T \), where

\[
\Gamma_{\alpha\beta}^{(s)} = K_{\alpha}(0) = v, \tag{C1}
\]

\[
\Gamma_{v}^{(s)} = K_{v}(0) = \frac{1}{2} \left( \frac{1}{m} \right) - \mathcal{F}_{(1-1)(2)}, \tag{C2}
\]

\[
\Gamma_{(i)}^{(s)} = K_{(i)}(0) = s \left[ \frac{v^2}{2} \mathcal{F}_{(1-1)(i-1)} - \mathcal{F}_{(1-1)(i+1)} \right] \tag{C3}
\]

for \( s = 2, \ldots, M \).

Analogously, for the asymmetric \((M + 1) \times (M + 1)\) response matrix \( \Gamma_{\alpha\beta} \), we have

\[
\Gamma_{\alpha\beta} = \begin{bmatrix}
\Gamma_{w}^{(0)} & -eE & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\Gamma_{w}^{(1)} & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\Gamma_{w}^{(2)} & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\Gamma_{w}^{(3)} & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \ddots & \vdots & \vdots & \vdots \\
\Gamma_{w}^{(M-1)} & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 \\
\Gamma_{w}^{(M)} & 0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0
\end{bmatrix}
\]
where \( q_1 = -\left[ \sum C^0 + C^1 \right] \), \( q_2 = -\left[ \sum C^0 + C^1 \right] \), the function \( \chi \) is expressed by Eq. (25) and all the elements \( \Gamma^{(0)}_w \) of the first column can be expressed by introducing the "chord mobility generalized moments" \( \mu_w = W/E, \mu'_w = v/E, \mu_{(0)} = F_{(0)}/E \) and the "differential mobility generalized moments" \( \mu_w = dW/dE, \mu'_w = dv/dE, \) and \( \mu_{(0)} = dF_{(0)}/dE \), with the conditions \( \mu_0 = \mu_{(M+1)} = 0 \). Thus, we obtain

\[
\Gamma^{(0)}_w = eE \frac{\mu'_w + \mu_w}{\mu'_w},
\]

\[
\Gamma^{(1)}_w = -eE \frac{\mu''_w + \mu'_w}{\mu'_w} - q_1 \frac{\mu'_w}{\mu'_w} + \frac{e^2 E}{2 \mu'_w} \Gamma^{(-1)}_w,
\]

\[
\Gamma^{(2)}_w = 2eE \left[ \frac{\mu'_w + \mu'_w - \mu'_w - \mu'_w}{\mu'_w} - q_2 \frac{\mu'_w}{\mu'_w} \right],
\]

\[
\Gamma^{(p)}_w = peE \left[ \frac{\mu'_w - \mu'_w + \mu'_w + \mu'_w}{\mu'_w} - q_2 \frac{\mu'_w}{\mu'_w} \right]
\]

It is worth noting that, if we know explicitly the response matrix \( \Gamma^{(2)} \) and the vector \( \Gamma^{(0)} \), then we can construct an "algebraic" formulation of theory.

Thus, for a "steplike switching perturbation," with an integration of Eq. (41), we obtain the following algebraic expression for the "differential response":

\[
\delta \bar{F}_w(t) / \delta E = -e \Gamma^{-1}_{\alpha \beta} \left[ K_{\alpha \beta}(t) - \Gamma_{\alpha \beta}^{(2)} \right].
\]

Analogously, for an "harmonic perturbation," the real and imaginary parts of \( \mu_{\alpha \beta}^{(0)}(\omega) = X_0(\omega) + iY_0(\omega) \) can be evaluated separately in the algebraic form

\[
X_0(\omega) = e \Gamma_{\alpha \beta} \left[ \Gamma_{\alpha \beta}^{(0)} + \omega^2 \delta_{\alpha \beta} \right]^{-1} \Gamma_{\alpha \beta}^{(0)},
\]

\[
Y_0(\omega) = e \omega \left[ \Gamma_{\alpha \beta}^{(0)} + \omega^2 \delta_{\alpha \beta} \right]^{-1} \Gamma_{\alpha \beta}^{(0)}
\]

with the condition

\[
X_0(0) = \left[ d\bar{F}_w/dE \right]_{dc},
\]

where [\( d\bar{F}_w/dE \)]_{dc} is the "dc generalized differential mobility" of the corresponding moments \( \bar{F}_w \). We remark that, also in the limiting forms (\( \omega \to 0 \) and/or \( \omega \to \infty \)), some analytical algebraic expressions can be explicitly determined. Thus, in the "low frequency limit," we obtain

\[
X_{\alpha} \approx X_{\alpha}(0) + \frac{1}{2} \frac{d^2X_{\alpha}}{d\omega^2} \bigg|_{0} \omega^2, \quad Y_{\alpha} \approx \frac{dY_{\alpha}}{d\omega} \bigg|_{0} \omega,
\]

with the general relations

\[
X_{\alpha}(0) = -e \int_{0}^{\infty} K_{\alpha \beta}(s) ds = e \Gamma^{-1}_{\alpha \beta} \Gamma_{\alpha \beta}^{(0)},
\]

\[
\frac{dY_{\alpha}}{d\omega} \bigg|_{0} = e \int_{0}^{\infty} sK_{\alpha \beta}(s) ds = e \left( \Gamma^{-1}_{\alpha \beta} \right)^{2} \Gamma_{\alpha \beta}^{(0)},
\]

\[
\frac{d^2X_{\alpha}}{d\omega^2} \bigg|_{0} = -2e \left( \Gamma^{-1}_{\alpha \beta} \right)^{3} \Gamma_{\alpha \beta}^{(0)}.
\]

Analogously, in the "high frequency limit," we have

\[
X_{\alpha}(\omega) \approx \frac{e}{\omega^2} \frac{dK_{\alpha \beta}}{d\omega} \bigg|_{0}^{\infty}, \quad Y_{\alpha}(\omega) \approx \frac{e}{\omega} K_{\alpha \beta}(0),
\]

with the general relations

\[
\int_{0}^{\infty} X_{\alpha}(\omega) d\omega = -\frac{\pi}{2} e K_{\alpha \beta}(0), \quad \int_{0}^{\infty} \frac{1}{\omega} Y_{\alpha}(\omega) d\omega = -\frac{\pi}{2} X_{\alpha}(0).
\]
By introducing the same scattering parameters for both TO and LO transitions, the angular dependence disappears in the sum $Q_{20} + Q_{21}$. This sum can be described with a single optical mode using the simplified term (8).

For example, Piscanec and co-workers (see Refs. 18 and 22) assume that the $K'$ inelastic intervalley processes are assisted, near the $K$-line, only by means of optical $A1$ phonons. In this case, the GW-corrected DFT\(^{22\text{ }}\) was used to extract further calculations is introduced. Consequently, to compare the HD simulations in the same conditions of MC calculations, by using the scattering rate (12), we must assume that $D_m = D_{m0}/\sqrt{2}$. In this way, an additional factor 1/2 in their final calculations is introduced. Consequently, to compare the HD simulations in the same conditions of MC calculations, by using the scattering rate (12), we must assume that $D_m = D_{m0}/\sqrt{2}$.

In a first approximation, we can neglect all interactions except those between the nearest-neighbor atoms in the same layer and between A-type atoms adjacent layer which are on the top of each other.

In a first approximation, we can neglect all interactions except those between the nearest-neighbor atoms in the same layer and between A-type atoms adjacent layer which are on the top of each other.

Moreover, we remark that $\lambda_m$ is expressed by means of a nonlinear function of $\epsilon$, then (A4) can be considered only as a its first linear approximation $\tilde{m}(\epsilon)$. Therefore, using Eq. (A1), we will determine a more complicated expression for the energy with respect to a nonparabolic band structure (A3). However, by assuming that $\epsilon$ is an increasing function of the energy with $\tilde{m}(\epsilon) \geq m^{(1)}(\epsilon)$, we obtain still a saturation velocity for the system, where $|\tilde{\epsilon}| = \hbar |E|/m \leq \hbar |E|/m^{(1)} \leq c^*$. Indeed, due to the linear band structure, the macroscopic momentum $\Pi = \hbar \beta$. Hence, the energy $\tilde{E}_{\text{kin}} = \left(\Pi^2 - 2m^2\right)^{1/2}$. However, it is possible to show that by using the set (14), we obtain the faster convergent HD system, in the framework of moments method.

In correspondence with the densities $n = 3 \cdot 10^{23}$ cm\(^{-2}\); $n = 5 \cdot 10^{22}$ cm\(^{-2}\); and $n = 10^{17}$ cm\(^{-2}\), the collision frequencies $\gamma$ are strongly increasing, respectively, in the energy ranges [0.2, 0.3] eV; [0.25, 0.34] eV; [0.35, 0.44] eV (or, equivalently, in the ranges of electric field [0, 8] kV/cm; [0, 10] kV/cm; and [0, 20] kV/cm).

In the limit case in which $\tilde{F}_{\text{kin}}(\epsilon) \ll 0$, Eqs. (33) and (39) for $\bar{W}$ and $\bar{\nu}$ are completely decoupled from Eqs. (35). Thus, we obtain the final convergence of $\bar{W}$ and $\bar{\nu}$ only with $M = 1$.

Also the remaining deviatoric moments $F_{\text{dev}}(\epsilon)$ converge toward the same final value only for large values of $M$.
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