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ABSTRACT

Using the maximum entropy principle, we present a general theory to describe ac and dc high-field transport in monolayer graphene within
a dynamical context. Accordingly, we construct a closed set of hydrodynamic (HD) equations containing the same scattering mechanisms
used in standard Monte Carlo (MC) approaches. The effects imputable to a linear band structure, the role of conductivity effective mass of
carriers, and their connection with the coupling between the driving field and the dissipation phenomena are analyzed both qualitatively
and quantitatively for different electron densities. The theoretical approach is validated by comparing HD results with existing MC
simulations.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5088809

I. INTRODUCTION

In the last few decades, the maximum entropy principle
(MEP)1–3 emerged as a powerful method to develop rigorous
hydrodynamic (HD) models both in classic3–6 and in quantum3,7–9

statistical mechanics. In particular, by starting from microscopic
dynamics (band structure and scattering mechanisms), the MEP
managed to provide physical insight into the origin of different
terms entering the HD equations, thus leading to a renewed interest
in the construction of self-consistent closure relations to investigate
charge transport in semiconductors.3,10–14

The aim of this work is to develop and apply a general theory of
MEP to analyze high-field transport in monolayer graphene. The
theory is formulated at a kinetic level, without the need to introduce
external parameters and the MEP is used in a local dynamic contest.
The main objectives address three main interdisciplinary topics:
statistical physics, nonlinear dynamics, and computational physics.
Accordingly, we assert that the MEP is a fundamental postulate in
statistical mechanics because it allows us to describe the thermody-
namic evolution of a nonequilibrium system compatibly with the

statistics, with the band structure, and with scattering mechanisms
for any system of carriers in gas-dynamics and in solid-state physics,
as in the case considered here of hot carriers in graphene.

In particular, we believe that the present formulation of MEP
for Fermi 2D systems and its application to describe the transport
properties of graphene advances significantly the state of knowledge
existing in the literature, for the following reasons:

(i) By using the MEP, we propose a systematic strategy to con-
struct a new set of closed HD models (using an arbitrary
number of moments) containing the underlying physical
processes in an explicit way, i.e., the same band model and
scattering mechanisms used in any other kinetic approach
[for example, in Monte Carlo (MC) simulations].

(ii) The proposed HD systems are convergent, in correspondence
with an increasing number of moments, and the final HD
results compare very well with equivalent MC simulations.

(iii) From the point of view of computational physics, when com-
pared with the MC method, the HD-MEP approach exhibits
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the relevant advantage of requiring the same input data while
significantly reducing the computational effort. As an example,
for any single simulation under stationary conditions and for
about 100 values of electric fields in the range [0; 80] kV=cm,
also using a large number of moments, all the HD results are
obtained with computational times shorter than 1min on a
standard workstation.

(iv) By using the present HD-MEP approach, within a small-signal
analysis, the nature and the characteristics of the collisional
processes can be easily investigated. The effects imputable to a
linear band structure, the role of conductivity effective mass of
carriers, and their connection with the coupling between the
driving field and the dissipation phenomena are analyzed both
qualitatively and quantitatively for different electron densities.
In particular, we prove that the dissipative processes are sub-
stantially connected with the randomization of the group veloc-
ity and that the occurrence of a “negative differential mobility”
(NDM) for the average velocity is, therefore, imputable to the
combined action of the linear band structure, of the effective
mass, of the external field, and of the scattering mechanisms.

The content of the paper is organized as follows. In Sec. II, we
present the general theory for electron transport in monolayer gra-
phene. To this purpose, we consider an arbitrary number of
moments of the distribution function using a linear approximation
of the MEP and we construct the corresponding closed HD system
of equations. Here, we explain the effects due to a linear band struc-
ture considering its connection with both the conductivity effective
mass and the electrons’ group velocity. Besides, the theory of small-
signal response under space-homogenous conditions is developed.
In Sec. III, we analyze the collisional frequencies for different elec-
tron densities and different ranges of electric fields. We discuss the
numerical convergence of the HD approach. By keeping unchanged
the modulus of the group velocity, we show that the external field
and the scattering processes can only align or randomize its direc-
tion with respect to the applied field. Here, we prove that the alter-
nation and the competition between these processes, together with
the effects of linear band structure, can lead to the onset of an
NDM for the average velocity. In particular, for very low electric
fields, we show that the number of collisional events is strongly
dependent on the electron density, and, as a consequence, the
behavior of the NDM will depend strongly on the carrier density.
Finally, within a small-signal analysis, the nature and the character-
istics of the collisional processes are investigated. In this way, we
prove that for any electron density, a streaming motion regime15 is
obtained in a range of electric fields much wider than in the case of
standard semiconductors.3,14–16 A detailed comparison of present
calculations with existing MC simulations is then carried out. The
overall agreement is used to validate the theoretical approach and to
provide a systematic physical insight into the microscopic dynamics.
Major conclusions are given in Sec. IV. Finally, the derivation of
some analytical results is summarized in Appendixes A–C. In par-
ticular, the connections between the conductivity effective mass and
the introduction of a Lorentz factor for the system, and, more gen-
erally, the analogies between the monolayer graphene and other
physical systems in which we have a saturation velocity for the
charge carriers are explicitly explained in Appendixes A–C.

II. GENERAL THEORY

In graphene, carriers can be described by taking an analytic
approximation for the band structure near the Dirac points.17

In particular, for both the conduction band (π* band) and the
valence band (π band), we can consider two equivalent valleys
(K and K0 valleys) with an energy dispersion described by a linear
relation ε(~k) ¼ +�hvFk, with �h being the reduced Planck constant,
vF � 106 m=s the Fermi velocity,~k the wavevector, with the + signs
referring to conduction and valence bands, respectively.17 To describe
a simplified carrier dynamics, we assume a concentration of electrons
in the conduction band sufficiently high to justify the neglect of the
hole dynamics. In the framework of a kinetic theory, this implies that
the carrier system will be described by considering only the distribu-
tion function of electrons in the conduction band.

A. Kinetic approach and scattering rates

Following the previous approximations, we can treat (i) the
two equivalent K and K0 valleys of the π* band as one effective
valley, with the linear band structure ε(~k) ¼ �hvFk, (ii) all interband
transitions are neglected, (iii) the main scattering processes are
only due to intraband electron-phonon interactions, which produce
intervalley and intravalley transitions.

Using the results of density functional theory (DFT), for the
inelastic transitions, we consider the intravalley scattering processes
assisted by optical phonons (LO, TO)17–20 and the K�K 0 interval-
ley processes assisted by the combined contribution of LA and TA
acoustic phonons.19,20 In the compact form, we will refer to these
inelastic scattering processes with the index η ¼ {LO, TO, LA, TA}.
For elastic (EL) transitions, we will consider the intravalley scatter-
ing with acoustic phonons by taking the longitudinal modes
only.17,21

At a kinetic level, the microscopic description is governed by
the Boltzmann transport equation (BTE) for the distribution func-
tion F(~k,~r, t),

@F

@t
þ ui

@F

@xi
� e
�h
Ei

@F

@ki
¼ Q(F), (1)

with ui(~k) ¼ �h�1@ε=@ki ¼ vFki=k being the carrier group velocity,
e the unit charge, Ei the electric field, and

Q(F) ¼
X
η

Qη(F)þ QEL
ac (F) (2)

is the total collision operator, where Qη and QEl
ac are the collisional

integrals for the relevant electron-phonon scattering processes in
monolayer graphene.

In particular, for the different phonon modes η, it is Qη ¼Ð
d~k0 Sη(~k,~k0) [F0 (1�F=y)�F(1�F0=y)], where F¼F(~k,~r, t),

F0 ¼F(~k0,~r, t), the constant y ¼ (2~sþ 1)=(2π)2 which takes into
account the spin degeneration,3 where ~s�h is the particle spin, and

Sη(~k, ~k0) ¼ j Dη(~k, ~k0) j2
4πρωη

Nη

Nη þ 1

� �
δ[ε0 � (ε+ �hωη)] (3)

is the inelastic scattering rate from state ~k0 to state~k, with Dη(~k, ~k0)
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being the electron-phonon coupling (EPC) matrix elements, ρ the
graphene density, ωη the phonon angular frequency, Nη ¼ 1=
[exp(�hωη=kBT0)� 1] the phonon occupation number (with T0

being the lattice temperature and kB the Boltzmann constant), ε0 ¼
ε(~k0) and ε ¼ ε(~k), while the upper and the lower options in the
expression correspond to absorption and emission, respectively.

The EPC matrix elements, for the inelastic intravalley pro-
cesses assisted by phonons ΓLo, ΓTo, are given by18

j Dη(~k, ~k0) j2¼
D2
Γ[1� cos (θ00 þ θ0)], η ¼ LO,

D2
Γ[1þ cos (θ00 þ θ0)], η ¼ TO,

(
(4)

where DΓ is the empiric deformation potential, θ00 refers to the
angle between ~k and ~k0 �~k, θ0 describes the angle between ~k0 and
~k0 �~k. Thus, by calculating the scattering rate 1=τη(k) ¼Ð
Sη(k, k0) d~k0 and introducing the coefficient Aη ¼ D2

η=(4πρωη),
we obtain for η ¼ LO, TO

1
τη(k)

¼ 2πAη

(�hvF)
2 Nη [ε(~k)þ �hωη]I

þ,η
n

þ(Nη þ 1) [ε(~k)� �hωη] I
�,η Θ[ε(~k)� �hωη]

o
,

(5)

where Θ(x) is the Heavyside function, and

I+,η ¼
2ε(~k)+�hωη

ε(~k)þ(1+1) �hωη=2
, η ¼ LO,

�hωη

ε(~k)þ(1+1) �hωη=2
, η ¼ TO:

8<: (6)

We notice that by assuming for η ¼ {LO, TO} phonons, the same
effective scattering parameters17–20,22,23 DΓ ¼ Dop and ωTO ¼
ωLO ¼ ωop and using (5) and (6), we obtain the usual expression
1=τop ¼ 1=τLO þ 1=τTO used in the MC simulations17,19,20,23,24 for
the optical phonons

1

τop(~k)
¼ D2

op

ρωop (�hvF)
2 {Nop [ε(~k)þ �hωop]

þ (Nop þ 1) [ε(~k)� �hωop]Θ[ε(~k)� �hωop]}:

(7)

It is easy to verify that, with these assumptions, we can describe
equivalently the transverse and longitudinal optical processes as
a single optical mode, by using in the sum (2) only a single
effective rate24 Sop(~k, ~k0), expressed by (3), with the EPC matrix
elements

j Dop(~k, ~k0) j2¼ 2D2
op, (8)

where factor 2 is due to the presence of both LO and TO branches.
Starting from their DFT results, Borysenko and co-workers19,20

have found that K�K 0 intervalley transitions, near the K points, are
assisted by TA and LA phonons. However, since in the zone-edge
models, there is a significant ambiguity17,19,20,25 in separating
optical or acoustic modes, then, by using a simplified model, also
for K�K 0 inelastic intervalley acoustic transitions, an expression
similar to that of optical phonons is considered.19,20 In particular,

by introducing the same average effective scattering parameters Div

and ωiv for both the interactions with LA and TA modes, the inter-
valley transfer 1=τ iv ¼ 1=τLA þ 1=τTA, takes the same average
expression (7) used for the optical phonons17,19,20

1

τ iv(~k)
¼ D2

iv

ρωiv (�hvF)
2 {Niv [ε(~k)þ �hωiv]

þ (Niv þ 1)[ε(~k)� �hωiv]Θ[ε(~k)� �hωiv]}:

(9)

Therefore, as for intravalley also intervalley transitions are described
by a single effective mode and, in sum (2) use is made of a single
rate Siv(~k, ~k0), expressed by (3), with the matrix elements

j Div(~k, ~k0) j2¼ 2D2
iv , (10)

where again factor 2 is due to the combined contribution of LA and
TA acoustic phonons.

Finally, for the intravalley acoustic scattering, within the
elastic-energy-equipartition approximations,17,19–21 it is QEL

ac ¼Ð
d~k0 Sac(~k, ~k0) [F0 �F], where (since there is no distinction

between final states obtained by absorption or emission processes),
we can write

Sac(~k, ~k0) ¼ Aac (1þ cos θ) δ(ε0 � ε), (11)

where Aac ¼ (kBT0D2
ac)=(4πρ�hv

2
s ), with vs the longitudinal sound

velocity, Dac the constant acoustic deformation potential, θ the angle

between ~k and ~k0, and the term (1þ cos θ)=2 an analytic squared
overlap factor.17,21 As a consequence, using Eq. (11), we obtain the
following expression for the elastic acoustic intravalley scattering rate:

1
τac

¼
ð
Sac(k, k

0) d~k0 ¼ D2
ackBT0

2ρ�h3v2s v
2
F

ε(~k): (12)

We remark that the deformation potential Dac contained in (12)
differs by a factor of

ffiffiffi
2

p
with respect to that proposed in the MC

model by Borysenko and co-workers17,19,20 (i.e., Dac ¼ D(MC)
ac =

ffiffiffi
2

p
).

Indeed, in this case, it seems that the authors make use of the
“momentum relaxation rate”17,21,26 instead of the usual “scatter-
ing rate” in their MC calculations, multiplying for another factor
1=2 the expression (12). With these approximations, both the
kinetic MC and the macroscopic HD models are quite simplified
and, the total rate is expressed as the “effective” average sum
1=τtot ¼ 1=τac þ 1=τop þ 1=τ iv . Clearly, different choices in the
values of the effective parameters ({Dop, Div , Dac} and {ωop, ωiv})
imply different values of the numerical results.17,25 However, we
note that the calculations of both the scattering rate and the HD
collisional productions require summation over the entire first
Brillouin zone (BZ). As a consequence, the scattering parameters
used in the MC simulations cannot be calculated only for transi-
tions between particular symmetry points but they must be treated
as effective average quantities to determine the contribution of the
relevant phonon modes over larger regions of the BZ.17,19 From
these considerations, and to compare the HD results under the
same conditions of MC simulations,20,26–28 in Secs. II B–F, we
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consider only two effective inelastic transitions η ¼ {op, iv} and
the elastic acoustic (ac) intravalley processes, with the scattering
parameters

Dop ¼ 109 eV=cm, ωop ¼ 164:6meV,

Div ¼ 3:5 � 108 eV=cm, ωiv ¼ 124meV,

Dac ¼ D(MC)
ac =

ffiffiffi
2

p ¼ (6:8=
ffiffiffi
2

p
) eV,

ρ ¼ 7:6 � 10�7 kg=m2, vs ¼ 2:1 � 106cm=s,

(13)

as done in MC calculations.19,20,27,28

B. Hydrodynamic approach

To pass from the kinetic level of the BTE to the HD level of the
balance equations in the framework of the moment theory,3–6 we
consider the following set of kinetic fields {1, ε, ui1 , ui1ui2 , . . . ,
ui1ui2 . . . uis }, where s ¼ 1, 2, . . . , M with arbitrary values for
integer M. Additionally, by using the constraint~u �~u ¼ v2F , as gener-
alized independent kinetic fields, we obtain the unique quantities29

ψA(~k) ¼ {1, ε, ui1 , uhi1ui2i, . . . , uhi1ui2 . . . uisi}, (14)

where uhi1 ui2 . . . uisi is the traceless part3–5,11,13,14 of the tensor
ui1 ui2 . . . uis . Given the set (14) of kinetic quantities, for graphene,
we obtain a number N ¼ 2 (M þ 1) of corresponding macroscopic
expectation values FA ¼ {F, F(1) Fi1 , Fhi1i2i, . . . , Fhi1...isi}, with

FA ¼
ð
ψA(~k) F(~k,~r, t) d~k, (15)

where for M ¼ 1, we find the usual physical quantities that admit a
direct physical interpretation such as F ¼ n (numerical density),
F(1) ¼ W (total-energy density), Fi1 ¼ nvi1 (velocity flux density). By
contrast, for M . 1, we obtain macroscopic additional variables of
higher order. Multiplying the BTE by the quantities (14) and inte-
grating over k space, in the compact form, we obtain the generalized
balance equations for the moments FA

@n
@t

þ @nvk
@xk

¼ 0, (16)

@W
@t

þ @Sk
@xk

¼ �eEknvk þ Pw, (17)

@Fhi1i2...isi
@t

þ @Fhi1...iski
@xk

þ v2F
2

@Fhhi1...is�1i
@xisi

¼ esF(�1)jhi1...iskiEk �
e
2
v2FsF(�1)jhhi1...is�1iEisi

þ Phi1i2...isi with s ¼ 1, . . . , M: (18)

These equations contain unknown constitutive functions such as (i) the

moments of higher order Sk ¼
Ð
εuk F d~k (energy flux density) and

Fhi1...iMki ¼
Ð
uhi1 . . . uiMuki F d~k; (ii) the external field productions

F(�1)jhi1...isi ¼
Ð
ε�1uhi1 . . .uisiFd~k, with s¼ 0, 1, . . . ,Mþ 1; (iii) the

collisional productions, for the total energy density, Pw ¼ Ð
εQ(F)d~k,

and for the remaining tensorial moments, Phi1...isi ¼
Ð
uhi1 . . . uisi

Q(F) d~k, with s ¼ 1, . . . , M.
By following the “information theory,” all unknown constitu-

tive functions must be obtained, in a self-consistent way, together
with the analytic expression for the nonequilibrium distribution
function. This problem can be solved by introducing the MEP for a
two-dimensional Fermi gas. Once the distribution function is so
calculated, all the constitutive functions are determined starting
from their kinetic expressions.

C. Applications of MEP and closure relations

In the framework of a local theory, in nonequilibrium condi-
tions, we consider the entropy for an electron gas
S ¼ �kB

Ð
F ln (F=y)þ y (1�F=y) ln (1�F=y)½ � d~k.

Accordingly, we search the distribution function that maximizes S
under the constraints that the expectation values of the moments
FA are expressed by means of Eqs. (14) and (15). The method of
Lagrange multipliers3–6,10–14 proves to be the most efficient tech-
nique to include the constraints and solve this variational problem.
A short calculation yields the nonequilibrium Fermi distribution3,4

F ¼ y
expΠþ 1

with Π ¼
XN
A¼1

ΛAψA, (19)

where ΛA is the “Lagrange multipliers” to be determined. The
quantities (19)2 can be written explicitly by decomposing them into
a “local equilibrium part” ΠE ¼ α þ βε and nonequilibrium partbΠ, where Π ¼ ΠE þ bΠ, with

bΠ ¼ bα þ bβ εþXM
r¼1

bΛhi1...iri uhi1 . . . uiri, (20)

where α and β are the Lagrange multipliers of local equilibrium,

whereas {bα, bβ, bΛhi1...iri} denote the nonequilibrium contributions
of ΛA. In particular, by using the “distribution function”
FjE ¼ y=[ exp (α þ βε)þ 1], it is possible to calculate the variables

of local equilibrium n ¼ Ð
FjE d~k and W ¼ Ð

εFjE d~k.
Consequently, using these relations, α and β can be obtained as
numerical solutions of the system

n ¼ 1

γβ2
I3(α), eW ¼ W

n
¼ 1

β

I5(α)
I3(α)

, (21)

with In(α) ¼
Ðþ1
0 xn=[ exp (α þ x2)þ 1] dx being the usual Fermi

integral functions3,4 and γ ¼ (�hvF)
2=(4πy). We note that under

thermodynamic equilibrium conditions, it is β ¼ (kBT0)
�1 and FE

becomes the usual Fermi distribution at the lattice temperature T0.
By considering the linear expansion of the distribution func-

tion (19)1 around the local equilibrium distribution function FE ,
and inserting this expansion in the moment expressions
FA � FAjE ¼ Ð

ψA(~k) [dF=dbΠ]E bΠ d~k, we can determine analyti-
cally the nonequilibrium part of the Lagrange multipliers in the
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explicit form

bα ¼ bβ ¼ 0, bΛhi1...isi ¼ � 1
n
2s

v2sF

I3(α)
I1(α)

Fhi1...isi, (22)

for s ¼ 1, . . . , M. As the MEP distribution function is known, all
the constitutive functions can be completely determined in the
linear approximation. Thus, we obtain the following:

(i) For the moments of higher order

Sk ¼ 2
β

I3(α)
I1(α)

nvk, Fhi1...iMki ¼ 0: (23)

(ii) For the external field productions

F(�1) ¼ nβ
I1(α)
I3(α)

, F(�1)jhi1...iMki ¼ 0, (24)

F(�1)jhi1...isi ¼ χFhi1...isi with χ ¼ β=(2I1)
eα þ 1

for s ¼ 1, . . . , M:

(25)

(iii) For the energy collisional production

Pw ¼ n
π

I3

β

�hvF

� �2X
η

(�hωη)
4 Aη Hη

� [Nη e
β�hωη � (Nη þ 1)],

(26)

where by introducing the relations

L+0η(z) ¼
1

e+α+β�hωηz þ 1
, L+1η(z) ¼

@

@α
L+0η(z), (27)

the adimensional functions Hη are expressed in the form

Hη ¼ 2
ðþ1

0
z(z þ 1) L�0η(z) L

þ
0η(z þ 1) dz: (28)

(iv) Analogously, for the remaining collisional productions, we
have, for s ¼ 1, . . . , M,

Phi1...isi ¼ �
X
η

Cη þ CEl
s

" #
Fhi1...isi, (29)

where the average collision frequencies

Cη ¼ π

I1

β

�hvF

� �2

(�hωη)
3 Aη

� [Nη H
�,η þ (Nη þ 1)Hþ,η]

(30)

account for the inelastic scattering of electrons with different
η phonon modes, and using the relations (27), the

adimensional functions H+,η are expressed in the form

H+,η ¼ 2
ðþ1

0
Lþ0η zþ (1+ 1)=2ð ÞL�1η zþ (1+ 1)=2ð Þ

n
� L�0η zþ (1+ 1)=2ð ÞLþ1η zþ (1+ 1)=2ð Þ

o
z(zþ 1)dz:

(31)

Analogously, the elastic scattering processes with acoustic
phonon are described from collision frequencies

CEl
s ¼ Aac

(�hvF)
2

4π
β

I3
I1
Gs with Gs ¼ 1=2, s ¼ 1,

1, s . 1:

�
(32)

Finally, analyzing the relations (26) and (29), we observe that,
as should be expected, at local thermodynamic equilibrium
(Fhi1...isi ¼ 0, 8s � 1), all collisional productions vanish, except
for Pw, which vanishes only when thermal equilibrium conditions
are reached (i.e., T ¼ T0, β ¼ (kBT0)

�1 and [Nη exp (β�hωη)�
(Nη þ 1)]T0

¼ 0).

D. Homogeneous conditions

Under homogeneous conditions, due to the axial symmetry,
we can take Ei ¼ {E, 0} and analogously, for the variables of single-
particle eFA ¼ FA=n, we have eF(1) ¼ eW, eFi ¼ {v, 0}, whereas only
the independent components

eFh1 . . . 1|fflffl{zfflffl}
stimes

i ¼ eFhsi for s ¼ 2, . . . , M

are of concern for the traceless tensorial moment eFhi1...isi.
Accordingly, the numerical density n assumes a suitable initial
constant value, whereas by using Eqs. (16)–(18), we have

_eW ¼ �eEv þ ePw, (33)

_v ¼ �eE
v2F
2

eF(�1) � eF(�1)jh2i

� �
þ eP1, (34)

_eFhsi ¼ �eEs
v2F
4
eF(�1)jhs�1i � eF(�1)jhsþ1i

� �
þ ePhsi (35)

for s ¼ 2, . . . , M. In this way, the coupled systems (33)–(35) can
be expressed in the compact form as

_eFα ¼ �eEeRα þ ePα ¼ 0: (36)

where {eFα , eRα , ePα} are, respectively, the moments, the external field
productions, and the collisional productions of the single particle.
System (36) is closed, where {ePw, eP1, ePhsi} (for s ¼ 2, . . . , M) and

{eF(�1), eF(�1)j1, eF(�1)jhsþ1i} (for s ¼ 1, . . . , M) are the single-particle
constitutive functions defined in Sec. II C.
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E. Conductivity effective mass

In graphene, carriers are considered as massless Fermions.
Indeed, from a formal point of view, in none of Eqs. (33)–(35), a
mass term appears explicitly. However, as for other physical
systems, we can define always a conductivity effective mass em for
the carriers30,31 as the ratio of the electron momentum pi ¼ �hki to
its group velocity ui. In particular, for an isotropic band, ~p and ~u
are parallel (ni being their versor), and, in general, the conductiv-
ity effective mass is an increasing function of the microscopic
energy ε(~k).

It is possible to prove that, for any physical system in
which em can be expressed as an increasing function, at least
linear in ε, a saturation value c* for the group velocity ~u, is
obtained. Accordingly, we can define a “Lorentz factor” Γ ¼
[1� u2=(c*)2]�1=2 for the carriers (see Appendix A). In this way,
we can rewrite both the microscopic energy and the effective
mass in terms of this Γ factor.

In the specific case of monolayer graphene, as a direct conse-
quence of the isotropic linear band structure ε(~k) ¼ +�hvFk, we
have c* ¼ vF , Γ ¼ þ1, and

1em ¼ v2F
ε

with ui ¼ vFni: (37)

With the conductivity effective mass being an increasing function
of the energy (i.e., an increasing function of the electric field), and
by using Eq. (37)1, we can calculate the “average inverse effective
mass” of a single particle

1em
	 


¼ v2F
n

ð
1
ε
F d~k ¼ v2F eF(�1), (38)

as a decreasing function of the electric field (see the inset in Fig. 3).
This quantity is proportional to the constitutive function eF(�1)

expressed in local equilibrium conditions and, consequently, Eq. (34)
can be rewritten as a function of a usual mass term in the form

_v ¼ �eE
1
2

1em
	 


� eF(�1)jh2i

� �
þ eP1: (39)

We remark that due to the linear band structure, carriers must
travel with a velocity of constant modulus [Eq. (37)2]. Therefore,
both the electric field and the scattering mechanisms cannot change
the modulus of the group velocity, but can only modify its direction
ni. Indeed, if the electric field produces a variation of the electron
momentum in the direction of its application, then it tends to align
the group velocity (keeping its modulus constant) in the direction of
the applied field (see Appendix B). These alignment effects produce
an increasing anisotropy of the distribution function, and all
moments {vi, eFhi1...isi} increase. Analogously, the scattering mecha-
nisms dissipate energy and redistribute momentum in different
directions, thus randomizing the group velocity, always keeping its
modulus constant. These randomization processes, isotropize the
distribution function, and the macroscopic moments {vi, eFhi1...isi}
decrease. Therefore, an increase or a decrease of these macroscopic
quantities is correlated strongly to the combined action of the linear

band structure, of the effective mass, of the external field and of the
scattering mechanisms. The delicate equilibrium between these pro-
cesses can lead, under appropriate conditions, to the onset of a
NDM for both the average velocity vi and the deviatoric momentseFhi1...isi also for small or intermediate values of the electric field.

In particular, the role of dissipative phenomena is of funda-
mental importance to explain the transport phenomena of hot
carriers in graphene. Thus, to describe the dynamic, the nature,
and the characteristics of dissipative processes, in Sec. II F, we
develop a general theory for the small-signal analysis of the hot
electrons system.

F. Small-signal analysis

In the framework of the moments approach developed
above, the objective of this section is to construct a general
theory for a linear-response analysis at a given bias point.
Accordingly, under space-homogeneous conditions, we assume
that at the initial time, the carrier ensemble is perturbed by an
electric field δEξ(t) along the direction of E [where ξ(t) is an
arbitrary function of time satisfying jξ(t)j � 1] superimposed to
the steady applied field. Then, we calculate the deviations from
the stationary values of the moments denoted, respectively, by
δeFα(t). Thus, after linearizing Eq. (36) around the stationary
state, we obtain the system

d δeFα(t)
d t

¼ ΓαβδeFβ(t)� eδEξ(t)Γ(E)
α , (40)

where all the elements of the “response matrix” Γαβ and of the
“perturbing forces vector” Γ(E)

α can be explicitly evaluated start-
ing from the stationary values of the system (see Appendix C).
By assuming that δeFα(0) ¼ 0, the solution of Eq. (40) is
expressed, in terms of the “response vector” K(s) ¼ exp (Γs)Γ(E),
in the form3,14

δeF(t) ¼ �eδE
ðt
0
K(s)ξ(t � s) ds: (41)

The “response functions” K(t) are real by definition and their
initial values can be calculated analytically with Kα(0) ¼ Γ(E)

α ¼eRα (see Appendix C).
The small-signal analysis is described by the explicit form of

the function ξ(t). Thus, we consider two different cases:

(i) Steplike switching perturbation. In this case, ξ(t) ¼ 1 for all
t . 0 and equal to zero otherwise, and we obtain the differ-
ential relation

Kα(t) ¼ � 1
eδE

dδeFα
dt

: (42)

It is easy to see that to an extreme position of the perturba-
tion, δeFα corresponds a zero value of Kα and, analogously,
that one flex point of δeFα can be associated with an extreme
position of the corresponding Kα .

(ii) Harmonic perturbation. In this case, ξ(t) ¼ exp (iωt), and we
obtain the harmonic perturbation3,14 δeF(t) ¼ δeF(ω) exp (iωt)
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with δeFα(ω) ¼ μ0α(ω)δE, where

μ0α(ω) ¼ �e
ð1
0
Kα(s) exp (� iωs) ds (43)

is the moment generalized ac differential mobility, a complex
quantity, with the imaginary part being associated with the
reactive contribution. The explicit forms of Γ(E)

α and Γαβ , for
the monolayer graphene, are reported in Appendix C. Besides,
by using some analytical expressions given in the Appendix
[Eqs. (C5)–(C13)], an anatomy of both the response functions
and differential mobilities can be inferred, including their
connections with the streaming character of carriers, with the
dissipative processes and with the dc NDM of moments.

III. HD NUMERICAL RESULTS

In this, section theory is applied to the case of electrons in
monolayer graphene at T ¼ 300K in a wide range of electric fields
up to 80 kV=cm and carrier concentration 5� 1011–1� 1013 cm�2.

A. Collision frequencies

Following the present approach, and using the relations (21),
all collision frequencies (30) and (32) can be expressed as functions
of the local equilibrium variables {n, eW}. Besides, by considering
the effective inelastic transitions η ¼ {op, iv}, with the model pro-
posed by Borysenko and co-workers,19,20 we obtain a unique colli-
sion frequency Cη both for the velocity v and for all remaining
deviatoric moments Fhsi.

Figure 1 reports the mean collision frequencies Cop, Civ , CEl
1

(see the inset in Fig. 1) as function of electron average-energy eW for
different electron densities. From an analysis of the mean collision
frequencies, we find that (i) the contribution of emission processes is
dominant with respect to the contribution of absorption processes in
the range of considered electric-field; (ii) by using the deformation

potentials (13), the elastic intravalley collisions are negligible with
respect to the inelastic collisions, where Cη 	 CEl

s for η ¼ {op, iv}
and s � 1 [see the inset in Fig. 1 and Eq. (32)]. Analogously, by con-
sidering the collision frequencies for the inelastic transitions, the
optical (op) intravalley transitions prevail with respect to the inter-
valley (iv) transitions, although these latter remain not negligible.

(iii) For low electron densities (n ¼ 5� 1011 cm�2 and
n ¼ 1012 cm�2) and in correspondence with low energies (i.e., for
low electric fields), all collision frequencies increase slowly keeping
very small values. Thus, we have a few number of collisional pro-
cesses and, consequently, the effects imputable to the electric field
prevail with respect to those of scattering processes. By contrast, for
high electron densities (n ¼ 3� 1012 cm�2; n ¼ 5� 1012 cm�2;
n ¼ 1013 cm�2), the collision frequencies increase very fast starting
from low energies, near to the equilibrium conditions32 (Fig. 1).
Consequently, for high electron densities the initial effects, due to
the electric field, are strongly reduced by dissipation processes,
already starting from very small values of E. These results suggest
that, as for the collisional frequencies, also the behavior of corre-
sponding macroscopic moments will be strongly dependent on the
electron density, for small E values.

(iv) For increasing values of the electric field, the driving field
couples with the scattering processes and we assist, due to the linear
band structure, to a further increase of the scattering efficiency. In
particular, for high electric fields, the behavior of the collisional fre-
quencies is essentially the same for all the electron densities. Indeed,
for both high and low electron densities, at increasing energy all col-
lision frequencies increase very fast, in an approximately linear way,
with the energy (or, equivalently, in an approximately linear way
with E; see the energy in Fig. 4). In this case, we expect that also the
behavior of the corresponding macroscopic moments is almost
independent on electron density, with moments-field curves that are
converging toward each other for very high fields values.

B. HD stationary calculations

By fixing the values of n and M, for any single simulation, HD
systems (33)–(35) are solved numerically, under stationary condi-
tions, for about 100 values of electric field E in the range
H ¼ [0, 80] kV=cm.

All simulations are performed by using an increasing number
of moments (i.e., by increasing progressively the value of M ) until
a final convergence of numerical results within 1% is achieved. In
this respect, it should be noted that for any single simulation, also
using a large number of moments (for example, M � 50, 60), all
HD results are obtained with computational times shorter than
1 min on a standard workstation.

In general, we have verified the following:

(i) The energy-field curves converge much more quickly than
the velocity-field curves.

(ii) For increasing values of M, all numerical HD results con-
verge to the same final values and are in good agreement
with the corresponding MC results.

(iii) The number of moments necessary to obtain the final con-
vergence (in particular, for the velocity-field curves) is
inversely proportional to the electron density considered.

FIG. 1. Collision frequencies {Cη, CEl
1 } [Eqs. (30) and (32)] vs average energyeW for increasing electron density n. By using (13) for the inelastic transitions

η ¼ {op, iv}, we obtain an unique collision frequency Cη ¼ Cη
s (s ¼ 1 . . .M)

both for the velocity v and for all remaining deviatoric moments Fhsi.
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Thus, to estimate the final convergence of the velocity-field
curves vM(E), we have solved HD systems (33)–(35) for different
values of M and E [ H. Consequently, for any parametrized elec-
tron density, we have evaluated the “maximum relative error”

Δ(v)
M ¼ max

E[H

vM(E)� vMþ1(E)
vMþ1(E)

���� ���� (44)

in correspondence with increasing values of M.
Figure 2 shows, in a systematic way, the “maximum percentage

error”Δ(v)
M � 100 for the calculation of the average velocity v as

function of the number of moments used at different electron den-
sities. The final numerical convergence of the average velocity
shows evident variations, for increasing values of the integer
number M, only at low electron densities. Thus, to obtain an excel-
lent convergence (i.e., a “maximum percentage error” below 1%),
we must consider M � 50 for n ¼ 5� 1011 cm�2 and M � 22 for
n ¼ 1012 cm�2. By contrast, at higher electron densities, a very
small number of moments (M � 8 for n ¼ 3� 1012 cm�2, M � 6
for n ¼ 5� 1012 cm�2, and M ¼ 4 for n ¼ 1013 cm�2) are needed
to obtain an excellent convergence of HD results. We remark that
the final convergence of the velocity is closely related with the
external field production Rv entering Eq. (39). Thus, in Fig. 3, we
report eRv and, separately, its constituent parts h1=emi (see the inset)
and eF(�1)jh2i ¼ χ eFh2i as function of the electric field at different
electron densities. For low electron densities (n ¼ 5 � 1011 cm�2),
the terms (1=2)h1=emi and eF(�1)jh2i are of comparable value. Thus,
Eqs. (33) and (39) for eW and v are strongly coupled with the HD
equations (35) for the remaining deviatoric moments eFhsi. In this
case, the use of many moments is necessary to obtain an excellent
final convergence of the velocity v. By contrast, for high electron
densities (n ¼ 1013 cm�2), it is possible to verify that, the mass
term h1=emi is predominant (i.e., h1=emi 	 eF(�1)jh2i). In this case,
the equations for eW and v are weakly coupled33 with the remaining
HD equations (35) and, consequently, only few moments suffice to
obtain an excellent final convergence of the average velocity.

Figure 4 reports the HD and the MC results for the average
velocity v and energy eW as a function of the electric field for two
values of electron density n ¼ 5 � 1011 cm�2 and n ¼ 1012 cm�2.
Lines refer to present HD results obtained under stationary condi-
tions, for different values of M. Symbols (stars and circles) refer to
MC calculations available from the literature20,27,28 and obtained in
the same physical conditions of HD calculations (i.e., by using the
same scattering terms with the same scattering parameters). The HD
results exhibit a significant dependence on the number of moments
used and this is particularly evident for the velocity.34 In general, for
the first odd values of M (see, for example, the case M ¼ 1 with the
moments {W, v}) HD results are overestimated with respect to those
of MC. By contrast, for the first even values of M (see, for example,
the case M ¼ 2 with the moments {W, v, Fh2i}) HD numerical
results are underestimated when compared to those of MC. In any
case, for increasing values (even or odd) of M, HD calculations con-
verge to the same final values and the achieved good agreement with
MC data validates the present HD-MEP approach.

Figure 5 shows, in a systematic way, the final convergence of
the HD numericalcalculations, under stationary conditions, for
both the average velocity v and average energy eW as a function of
the electric field in a wide range of values (E [ [0, 80] kV=cm),
parametrized by different electron densities. In general, we have
verified the following:

(i) The average velocity exhibits a different saturation trend in cor-
respondence with an increasing electron concentration, with
the onset of a NDM more pronounced at low carrier densities.

Accordingly, at lower electron density, the value of the peak
velocity is higher, the onset of NDM occurs at lower electric
fields, and the NDM is maintained also at low fields. This
behavior is well confirmed by most theoretical studies existing
in the literature.17,20,23 In particular, we observe the onset of
NDM for fields of approximately 2–3 kV=cm at low densities
(n ¼ 5 � 1011 cm�2, n ¼ 1012 cm�2), but this NDM almost dis-
appears at densities higher than about 1013 cm�2.

FIG. 3. External field production eRv ¼ ΓE
v ¼ Kv (0) contained in the HD

Eq. (39) [see also Eq. (C2)] for the velocity v, as function of electric field E for
different electron densities.

FIG. 2. Maximum percentage error Δ(v)
M � 100 for the calculation of velocity v, as

function of the integer M [see Eq. (44)], for different parametrized electron densities.
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(ii) Regarding the average energy parametrized by different
carrier densities, the energy-field curves start from their
thermal equilibrium value at the lowest fields and then con-
verge to the same linear asymptotic trend at the highest
fields, a behavior correlated with the peculiar energy disper-
sion of the band (see Fig. 5).

(iii) As shown in Fig. 6, the deviatoric moments Fhsi show a
behavior analogous to that of the average velocity v. Indeed,
for low electron densities and for increasing values of s, the
moments Fhsi exhibit a strong initial increase, then tend to
saturate, by decreasing at the highest electric fields with a
“generalized differential mobility” that takes negative values.

In particular, also in this case, we observe the onset of a
NDM for small values of the electric field and at low carrier
densities, while the NDM of these moments almost disap-
pears at densities higher than about 1013 cm�2.

To provide a physical interpretation of the curves reported in
Figs. 1–6, it is useful to analyze the different contributions that can
be associated with the separate actions of the scattering mecha-
nisms, of the electric field and of the band structure. In particular,

(i) For low electron densities (n¼ 5 �1011 cm�2 and n¼ 1012 cm�2),
near to thermal equilibrium conditions, all collision frequen-
cies increase slowly and are very small. Therefore, for low elec-
tric fields, we have a few number of collisional events that, as
we will see, will lead to the onset of a streaming motion
regime. In this case, the effects imputable to the electric field
will prevail over the effects due to scattering phenomena.
Consequently, the energy increases, the electric field tends to
align the group velocity in the direction of the applied field
(see Appendix B), by keeping its modulus constant, but pro-
ducing an increasing anisotropy in the distribution function.15

In correspondence with this anisotropy, both the average
velocity v and the macroscopic deviatoric moments eFhsi
increase rapidly for very small electric fields. When the electric

FIG. 5. Final convergence of the HD numerical results, obtained for different elec-
tron densities. In particular, we report, in linear scale, the velocity v and analogously,
in logarithmic scale, the energy eW in function of the electric field E.

FIG. 4. Drift velocity v vs electric field E for electron densities n ¼ 5� 1011 cm�2

and n ¼ 1012 cm�2. Average energy eW for n ¼ 1012 cm�2. Lines refer to HD
results obtained by solving Eqs. (33)–(35) with different values of M. Symbols
(open circles and stars) refer to MC simulations (Refs. 20, 27, and 28).
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field increases further, we assist to an increase of the scattering
rate. In this case, the applied field acts mainly on the energy,
while the scattering mechanisms act mainly on the velocity
and on the deviatoric moments. Thus, for increasing values of
the electric field, the energy eW increases faster because of the
reduced efficiency of scattering to dissipate the excess energy
gained by the field. By contrast, v and eFhsi show saturation
phenomena, with a subsequent marked an NDM, because of
the enhanced efficiency of scattering to dissipate through ran-
domization the momentum gained by the field. In this case,
starting from the onset of the NDM, the effects imputable to
scattering phenomena will prevail over he effects due to elec-
tric field. Indeed, the collisional processes will produce an
increasing randomization of the group velocity which, keeping
its modulus constant, tends to isotropize the distribution func-
tion. Consequently, the macroscopic variables {v, eFhsi} will
decrease at increasing values of the electric fields.

(ii) For higher values of electron density (n ¼ 3 � 1012 cm�2,
n ¼ 5 � 1012 cm�2, and n ¼ 1013 cm�2), the collision frequen-
cies are rapidly increasing near to thermal equilibrium condi-
tions. In this way, there is a comparatively larger number of
scattering events at low electric field values, and all moments
are strongly affected by dissipative phenomena also for very
small electric fields. Therefore, for high electron densities and
small electric fields, the average energy W grows very slowly
near thermal equilibrium conditions (Fig. 5), while for
increasing values of the electric fields, the effects of the
applied field prevail on scattering mechanisms and (as in the
case of low electron densities) the energy-field curves increase
rapidly, converging toward each other at high fields.

Analogously, for both the average velocity and the deviatoric
moments, the initial effects due to the electric field (which tend
to align the group velocity in the direction of applied field) are
strongly attenuated by the scattering mechanisms which, vice
versa, by randomizing the group velocity, tend to isotropize
the distribution function. Thus, v and Fhsi increase slower and

are lower in correspondence of a higher electron density.
Subsequently, through the increasing dissipation phenomena,
we observe the saturation effects with an onset of the saturation
moved forward and, consequently, a NDM strongly attenuated
with increasing electron density (to the point of practically dis-
appearing at densities higher than about n ¼ 1013 cm�2).

(iii) For very high energies, both the behavior of the electric field
and the behavior of scattering mechanisms are essentially inde-
pendent on the electron density. As a direct consequence, also
behavior of corresponding macroscopic moments is almost
independent of electron density, with moments-field curves that
are converging toward each other for very high fields values.

C. HD small-signal analysis

In order to describe the nature of dissipative phenomena for the
electron system, we consider the study of the eigenvalues of the response
matrix, the analysis of the time decay of the “response functions” and
the spectrum of the corresponding “ac differential mobilities.”

In general, the eigenvalues of the response matrix Γαβ are
complex quantities with the imaginary part indicating the presence of
some kind of “deterministic” relaxation in the system that can be
attributed to a “streaming character” of the distribution function.
Figure 7 reports the generalized relaxation rates να ¼ �λα both for
the velocity v and the energy eW as a function of electric field,
obtained with M ¼ 1, for different electron densities. The velocity and
energy relaxation rates are coupled reciprocally for almost the entire
extension of values of the considered electric field. The complex eigen-
values have the same real part with an imaginary part comparable
with the real part in a large part of coupling region. Only for very
small electric fields, �λv and �λw are decoupled, and in this case, the
coupled region is more extensive if the electron density is smaller (see
the inset in Fig. 7). For increasing values of M, the Γαβ spectrum
behavior becomes sufficiently intricate because we can observe also
some coupling regions associated with deviatoric momentseFhsi.

FIG. 7. Eigenvalues of the relaxation matrix Γαβ vs electric field. The lines refer
to the real parts of the eigenvalues associated, respectively, to the velocity v
and energy eW, evaluated for different electron densities with M ¼ 1. In the
inset we report, only for very low fields, also the imaginary parts.

FIG. 6. Final convergence of the HD numerical results, for the deviatoric
moments {eFh2i, eFh3i, eFh4i} obtained, for different electron densities n, as func-
tions of field E, at T0 ¼ 300 K.
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However, we have verified that, by considering a increment of M, the
essential characteristics of the spectrum shown in Fig. 7 remain
unchanged. Therefore, the analysis of the generalized relaxation rates
�λα shows that the electron transport in graphene is essentially char-
acterized by a streaming motion regime imputable to the combined
action of the electric field and of the scattering phenomena. This
behavior is evident for any electron density, with an onset of the
streaming motion regime obtained by starting from very low electric
fields values (0:2–0:6 kV=cm). The streaming motion is particularly
evident also in the presence of a few number of collisional events (i.e.,
low electron densities and very small electric fields) and it extends to
larger values than in the case of usual semiconductors.3,14,15

In Figs. 8 and 9, we report the response functions Kv(t)
and KeW(t), and in the insets, the corresponding differential
responses δv=δE and δ eW=δE to a steplike switch-on of the electric
field, for two different electron densities (n ¼ 5 � 1011 cm�2 and
n ¼ 1013 cm�2), at increasing electric fields. Each curve Kv(t), in
Fig. 8, is normalized to its initial value to allow for a comparison of
the different decay-time scales. By using Eqs. (C2), the initial
values Kv(0) ¼ Γ(E)

v ¼ eRv are explicitly reported in Fig. 3 as positive
decreasing functions of electric field. In particular, for low electron
densities and for low electric fields, the Kv(0) curves decrease

rapidly while, by contrast, for all electron densities considered and
for high fields, the curves converge toward each other assuming
values slowly decreasing (behavior imputable, essentially, to the
mass term h1=mi). The curves KeW(t) reported in Fig. 9 are not

normalized and, from Eq. (C1), the initial values KeW(0) ¼ v are

very different, for the two electron densities, because the behavior of
velocity v is different in correspondence of the same values of the dc
electric fields (see Fig. 5). In general, from Figs. 8 and 9, we observe
that for small electric fields (E ¼ 1� 2 kV/cm), the response func-
tions, associated with electron density n ¼ 5 � 1011 cm�2, decay
much slower with respect to the curves obtained in correspondence
of a much higher electron density n ¼ 1013 cm�2. These results
confirm that, for low electric fields and for low electron densities, we
have a small number of collisional processes, and, consequently, in
the electron transport, the alignment effects of group velocity, due to
electric field, will prevail with respect to randomization processes
imputable to scattering mechanisms.

Figure 8 shows, in a systematic way, that the combined action of
the electric field and dissipative processes induces a nonexponential
decays of the Kv(t) curves by exhibiting a negative part that implies
an overshoot of the corresponding differential response. Thus, the

FIG. 9. Time dependencies of the response functions KeW and, in the inset, of
the corresponding differential response δ eW=δE to a steplike switch-on of the
electric field, obtained for graphene with two different electron densities
(n ¼ 5 � 1011 cm�2, n ¼ 1013 cm�2) and for increasing electric fields.

FIG. 8. Time dependencies of the normalized response functions Kv and, in the
inset, of the corresponding differential response δv=δE to a steplike switch-on of
the electric field, obtained for graphene with two different electron densities
(n ¼ 5� 1011 cm�2, n ¼ 1013 cm�2) and for increasing electric fields.
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perturbations δv=δE quickly increase with time when Kv(t) . 0,
reach a maximum at time t corresponding to Kv(t) ¼ 0, and then
decay asymptotically toward the steady state when Kv(t) , 0. We
remark that, if the negative part of response function Kv(t) is rele-
vant, then this behavior is certainly connected with the onset of the
dc NDM for the velocity, and, consequently, with the prevalence of
the dissipations effects with respect to effects due to the electric
field. Indeed, by considering regions with a NDM (see Fig. 5) for
the velocity v (E � 2 kV=cm for n ¼ 5 � 1011 cm�2) from Eq. (C7),
we obtain Xv(0) � 0 (zero at the onset of NDM), and analogously,
the integral in Eq. (C9) must be negative or null. Thus, if the initial
part of the response functions Kv(0) is positive (see Fig. 3), then at
long times the contribution of the integrand in Eq. (C9) must be
negative to compensate. In this transition, the response functions
fall down through a zero and the corresponding derivative becomes
negative. In particular, if at the transition point it is dKv=dt , 0,
then, from Eq. (42) to a zero value of Kv , it corresponds a positive
maximum of δv (see the inset in Fig. 8), and analogously [using the
derivative of Eq. (42)], to one flex point of the perturbation δv (see
the inset) can be associated a minimum of the corresponding
response function. In particular, in the presence of a NDM for v,
the corresponding perturbations δv=δE, after passing the flex
points, must decay necessarily toward a “negative” steady state (see
the inset in Fig. 8). Therefore, the negative part of the response
function Kv(t) is associated with the combined action of the electric
field and dissipative processes, and it predominates in the integral
(C9) when the effects of collisional processes predominate on the
effects of the electric field [i.e., in the presence of a NDM, when
Xv(0) � 0]. However, for continuity reasons, the previous behavior
of the functions Kv(E, t) must be valid also in some range of lower
electric fields. Thus, for E ¼ 1 kV=cm and n ¼ 5 � 1011 cm�2, the
response function Kv still shows a large negative part, highlighting
the “streaming motion regime” in the electron transport, also in the
presence of a few number of collisional events. Of course, in this
case, Xv(E, 0) . 0, the positive values of the integrand in (C9) will
be predominate, and the electric field effects will prevail on the colli-
sions effects. We remark that, also the energy response function KeW
evidences the streaming character of hot carriers. In particular, as in
the usual semiconductors,3,14,35 for intermediates and high values of
electric field (E � 10 kV=cm in Fig. 9), the KeW curves show a non-
monotonic behavior with a maximum (for ~t = 0), which separates
different time scales, indicating the onset of a diffusive regime for
t . ~t. For low electric fields, the maximum value of KeW moves to
the left at ~t ¼ 0 by showing that, in this case, we have only the
onset of an immediate streaming motion regime for t . 0.

Figures 10 and 11 report the spectra of the ac differential
mobility μ0v, associated with the velocity v, for the two different elec-
tron densitiesn ¼ 5 � 1011 cm�2 and n ¼ 1013 cm�2. Also the μ0v(ω)
curves show similar common features, by reflecting the behavior of
the corresponding response functions. Indeed, in the presence of
dissipative processes, the distinctive behavior of all functions Kv evi-
dence an initial drop with an “overshoot to negative values.” If the
overshoot is enough pronounced, then the negative values of the
integrand functions tKv(t) and t2Kv(t) must predominate in the
integrals (C10) and (C11). Thus, from Eq. (C8)1, the real part of
curves μ0v must increase36 through a maximum before decreasing
toward its high-frequency limit of Eq. (C12)1. The height of the

peaks increases for low electron densities, because it is connected
with the amplitude of the negative parts of response functions,
while the position of the peaks slightly shifts to higher frequencies
at increasing fields. Analogously, from Eq. (C8)2, also the shape of
curves Im[μ0v] must be initially positive while, being Kv(0) . 0 from
Eq. (C12)2, the imaginary parts must be negative in some frequency
range extending to infinity. Therefore, if the negative part of curves
Kv is relevant, we find that at low frequencies Yα(ω) . 0, at inter-
mediate frequencies Yα(ω) ¼ 0, and for some range of frequencies
extending to infinity Yα(ω) , 0.

We have thus established that the negative parts of response
functions Kv , the positive overshoots of the corresponding differen-
tial responses δv=δE, the peaks of real parts Re[μ0v], and the
maxima (with the consequent fall through a zero) of the imaginary
parts Im[μ0v] all describe the same dissipative microscopic phenom-
ena. These correlations are particularly evident when the negative
part of Kv is relevant, and we observe in correspondence a dc
NDM for the velocity v (i.e., when Xv(0) , 0).

By considering the remaining deviatoric moments eFhsi, we
have verified that at increasing values of s, all functions
{Khsi, δeFhsi=δE, μ0hsi} exhibit a very similar evolution to that of the

functions {Kv , δv=δE, μ0v} for the velocity. In particular, also in this
case, in correspondence of a generalized NDM (see Fig. 6), the neg-
ative parts of the response functions Khsi are predominant in the

FIG. 10. Real and imaginary parts of the ac differential mobility μ0v for the veloc-
ity v as functions of the frequency f at a low electron density n ¼ 5 � 1011 cm�2

at T0 ¼ 300 K and increasing dc electric fields.
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time domain, at increasing frequencies all curves Re[μ0hsi] exhibit a
peak before falling off to zero and, analogously, all the imaginary
parts Im[μ0hsi] increase through a positive maximum before

decreasing toward a negative minimum.
Lastly, for high fields (E ¼ 80 kV=cm), the response func-

tions {Kv , KeW , Khsi} the differential responses {δv, δ eW, δeFhsi}, and
the corresponding ac differential mobilities {μ0v , μ

0eW , μ0hsi} are sub-
stantially the same for the two different electron densities (see
Figs. 8–11). In this case, the behavior of scattering mechanisms is
essentially independent of the electron density and, as direct conse-
quence, also the dynamic, the nature, and the characteristics of dissi-
pative processes, expressed in the framework of small-signal analysis,
are the same in the case of very high electric fields.

IV. CONCLUSIONS

By using the MEP, we have presented a general theory to
analyze high-field transport in monolayer graphene. The theory is
formulated, at a kinetic level, without the need to introduce exter-
nal parameters. To this purpose, the simplified model proposed by
Borysenko and co-workers19,20 has been used for the scattering
mechanisms, with scattering parameters that appear to have been
averaged over large regions of the BZ.17,19 Therefore, by using the
MEP in a dynamic contest, we have constructed a closed HD
system containing all underlying physical processes in an explicit

way. In homogeneous and stationary conditions, the HD results
show that the behavior of all moments is imputable to the linear
band structure and to the competition between the effects induced
by the external field and the effects induced by scattering mecha-
nisms. This competition depends, essentially, on the parametrized
electron density, and, in general, while the action of an increasing
electric field prevails on the energy eW by contrast, the effects of
dissipative processes are more evident on the velocity v and in the
deviatoric moments eFhsi.

In the specific case of monolayer graphene, due to the linear
band, both the average velocity and all deviatoric moments are
expressed as an ensemble average of the versors ni associated
with the group velocity. Besides, we have shown that the peculiar
condition ui ¼ vFni, together with an effective mass increasing
with the energy, induces the electric field to align the carriers
microscopic velocities (keeping their modulus unchanged) in the
direction of the applied field. Vice versa, all scattering mecha-
nisms (elastic and anelastic) randomize the group velocity
(always keeping its modulus unchanged) and, consequently, an
increasing collisional frequency (i.e., an increasing number of
collisional events) produces, on the group velocity, a directional
effect opposite to that induced by the electric field. When the
alignment effects prevail on the randomization processes, then,
we have an increasing anisotropy of the distribution function in
the direction of applied field and the moments {v, eFhsi} increase.
Vice versa, if the scattering mechanisms prevail with respect to
the electric field alignment effects, then the randomization pro-
cesses tend to isotropize the distribution function, and the
moments decrease. The processes described above occur, more
or less incisively, for any values of electric field, but are particu-
larly evident in correspondence of low electron densities and of
low electric fields, when the alternation and the competition
between these processes can lead to the onset of a NDM both for
the average velocity v and for the deviatoric moments eFhsi. Since,
for very low electric fields, the number of collisional events is
strongly dependent on the electron density, then, as a direct con-
sequence, the behavior of the NDM will strongly depend on the
carrier density. Vice versa, for high electric fields, the behavior of
scattering mechanisms is essentially independent of the electron
density, and, consequently, the behavior of the corresponding
macroscopic moments is almost independent of electron density,
with the moments-field curves that tend to converge, mutually,
toward each other. Besides, by investigating the nature of dissipa-
tive processes, we have shown that the electron transport is char-
acterized by the streaming motion regime due to the combined
action of the electric field and scattering phenomena. The
streaming motion is also present in the presence of a few colli-
sional events (i.e., low electron density and very small electric
fields) and it extends to larger values of the external field than
for the usual semiconductors.3,14–16 By using the small signal
theory, we have also demonstrated that (i) the presence of
complex eigenvalues of response matrix, (ii) the negative values
taken by the response functions Kv and Khsi, (iii) the positive
overshoot of the corresponding differentials responses {δv, δeFhsi},
and (iv) the maximum of the real and imaginary parts of the
corresponding ac differentials mobility {μ0v , μ

0
hsi} are all related to

the efficiency of dissipative scattering processes. These results are

FIG. 11. Real and imaginary parts of the ac differential mobility μ0v for the
velocity v as functions of the frequency f for a very high electron density
n ¼ 1013 cm�2 at T0 ¼ 300 K and increasing dc electric fields.
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connected with the streaming motion of carriers and, in particu-
lar, they are evident by means of simplified analytical consider-
ations when the efficiency of dissipative processes prevails on
the effects imputable to electric field, by producing a dc NDM
for the macroscopic variables v and Fhsi (i.e., when Xv(0) , 0
and Xhsi(0) , 0).

Finally, in Appendixes A–C, we show that for any charge
carriers system, where the effective mass is an increasing function
(at least linearly) of the microscopic energy, we can always intro-
duce a Lorentz factor for the system.37 Therefore, as in the mono-
layer graphene, for very high energies, all carriers travel with a
constant group velocity, equally approximately to the saturation
maxima velocity. With this constraint, both the electric field and
the scattering mechanisms cannot change the modulus of the
group velocity, but, as in the monolayer graphene, it can only
modify its direction. Therefore, in the case of a single valley
model, some analogies between the electron transport in these
systems and the electron transport in the monolayer graphene
can be considered. In particular, for low electron densities and
very high electric fields, due to the delicate equilibrium between
the randomization effects and the alignment effects of group
velocity, the combined action of band structure and of scattering
mechanisms can lead, also in this case, to the onset of a small
NDM for the curves of velocity.

We conclude that, under conditions very far from thermal
equilibrium, the HD results are found to compare well with those
obtained by analogous MC simulations. Therefore, the present
HD-MEP method can be fruitfully applied to describe transport
properties in graphene with the relevant following advantages: (i)
to provide a closed analytical approach and a reduced computa-
tional effort with respect to other competitive numerical methods
at a kinetic level; (ii) to investigate and classify in a systematic way
the behavior of the macroscopic moments in ac and dc dynamic
conditions; (iii) to distinguish the different regimes of transport
by identifying, from an analysis of collisional frequencies, the
dominant scattering mechanisms for a given range of electric
field; and (iv) to provide further physical information by allowing
the calculation both of entropy and of entropy production associ-
ated with the hot carriers of the system.

Lastly, we remark that, for a wider application of the HD-MEP
approach, one should consider to further refine the description of
the physical system by introducing, for example, the role of the
anisotropies in the band structure and electron-phonon coupling
elements, the processes for the generation of secondary electrons,
and other scattering processes (surface optical-phonon and
ionized-impurity scatterings). These implementations can be
included in the HD-MEP theory and should be among the topic of
future research.
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APPENDIX A: CONDUCTIVITY EFFECTIVE MASS

1. Definitions and properties

If we consider an isotropic band structure, with the group
velocity~u and electron momentum ~p ¼ �h~k, then we can define30,31

the isotropic conductivity effective mass em(ε) ¼ �h~k=~u. In this way,
we obtain the differential relation em(ε) dε ¼ p dp that we can
express in the integral form

ðε
E0

em(ξ) dξ ¼
ðp
0
z dz ¼ p2

2
, (A1)

with E0 being the energy level corresponding to~k ¼ 0.
By assuming that em is a nondecreasing function, at least

linear37 in the microscopic energy, then we can writeem ¼ m[α0 þ 2α1 (ξ� E0)], where for dimensional consistency, m
is a mass,38 α0 is a dimensionless parameter, and α1 � 0 has the
dimension of the inverse of an energy. Inserting this expression, forem, into Eq. (A1), by integrating and resolving explicitly this rela-
tion, we obtain

α0 þ 2α1(ε� E0) ¼ +

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2
0 þ

2α1

m
(�hk)2

r
: (A2)

Thus, in terms of~k vector, we have the three relations

ε ¼ E0 � α0

2α1

� �
+

1
2α1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
α2
0 þ

2α1

m
(�hk)2

r
, (A3)

em ¼ m[α0 þ 2α1(ε� E0)], (A4)

emui ¼ �hki: (A5)

In order to pass from the~k vector to the group velocity~u, we insert
Eq. (A4) in (A5); thus, by squaring Eq. (A5) and using the relations
(A2) and (A4), we obtain

1

(c*)2
¼ 2α1m � 0, (A6)

(α0mu)2 ¼ (�hk)2 1� u2

c*2

� �
� 0, (A7)

where c* is the saturation value of the group velocity. We note that
(i) from (A6), when c* ! þ1 , α1 ! 0. In this case, we do not
have any saturation of the group velocity for the system, and the
effective mass em ¼ α0m is constant (parabolic-band approxima-
tion). Besides, to achieve a finite value of the saturation velocity,
the effective mass must be a strictly increasing function of energy
(i.e., α1 . 0).
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(ii) From (A7), we have u � c* with u ¼ c* , α0 ¼ 0. By
using Eq. (A7), it is easy to prove the relationffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

α2
0 þ

2α1

m
(�hk)2

r
¼ jα0jΓ with Γ ¼ 1� u2

c*2

� ��1
2

, (A8)

with Γ being the “Lorentz factor” for the system.
Thus, by using Eqs. (A2) and (A8), we can rewrite the energy

(A3) and the effective mass (A4) by means of the Γ factor, ss

ε ¼ E0 � α0

2α1

� �
+

jα0j
2α1

Γ, em ¼ +jα0jmΓ: (A9)

2. Some significant cases of interest

(I) We assume that E0 ¼ α0=(2α1).
In this case, from (A3), (A4), and (A9), we have

ε ¼ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2c*2 þ (α0mc*2)2

q
¼ +jα0jmc*2Γ, (A10)

em ¼ ε

c*2
¼ +jα0jmΓ: (A11)

a. Subcase A: Relativistic particle

For α0 ¼ 1 and c* ¼ c (where c is the light speed), we obtain
the usual relativistic relations

ε ¼ +
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
p2c2 þ (mc2)2

q
¼ +mc2Γ, em ¼ ε

c2
¼ +mΓ:

b. Subcase B: Monolayer graphene

For α0 ¼ 0 and c* ¼ vF , we obtain E0 ¼ 0, with Γ ¼ þ1 and
the relations39

ε ¼ +�hvFk, em ¼ ε

v2F
, ui ¼ vFni: (A12)

(II) We assume that E0 = α0=(2 α1).
In this case, we consider the bilayer graphene, the multilayers

graphene, and the Kane relation in semiconductors.

c. Subcase C: Bilayer graphene

From (A3), (A4), and (A9), with α0=α1 ¼ γ1 . 0, E0 ¼ {0, γ1},
and c* ¼ vF , we determine the simplified expressions40 for the band
structures and the effective mass of the bilayer graphene

εs,μ ¼ s
γ1
2

μþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4v2F

γ21
(�hk)2

s" #
¼ s

γ1
2
[μþ Γ], (A13)

ems ¼ s
γ1
2v2F

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4v2F

γ21
(�hk)2

s
¼ s

γ1
2v2F

Γ, (A14)

with s ¼ + and μ ¼ +1. In particular, εs,�1 describes a pair of
low-energy bands closer to zero energies and εs,þ1 another pair
of high-energy bands repelled away by approximately +γ1. In each
pair, s ¼ þ and s ¼ � represent the electron and hole branches,
respectively.

The “nonparabolic” low-energy bands, expressed by εs,�1

interpolates40 between a linear behavior εs,�1 � +vF�hk at very
large momenta, and a parabolic quadratic spectrum εs,�1 �
+(�hk)2=(2m*) (with m* ¼ γ1=2v

2
F) at very small momenta (near

the zero energy).

d. Subcase D: ABA-stacked multilayers graphene

The band structure of the multilayer graphene has been
observed experimentally41 and if N is the number of layers, then
there are 2N energy bands. In particular, in the case of
“ABA-stacked multilayers graphene,” in a simplified approxima-
tion42 of the tight-binding approach, for N odd, we have the alter-
nation of two linear Dirac bands with 2(N � 1) nonparabolic
bands, while for N even, we have 2N nonparabolic bands. For
the two linear bands (N odd), we have, as in “Subcase B,”
ε ¼ +�hvFk and em ¼ ε=v2F . The remaining nonparabolic bands
(for both N odd and N even) can be determined from the
relations (A3), (A4), and (A9) by assuming c* ¼ vF ,
α0=α1 ¼ γ1,n ¼ γ1 ϒn . 0, and E0 ¼ {0, γ1,n}, with

ϒn ¼ 2 cos
πn

N þ 1

� �
, n ¼ 1, 2, . . . [N=2],

where [N=2] is the greatest integer � N=2.
In this case, we obtain a generalization of (A13)–(A14)

εns,μ ¼ s
γ1,n
2

μþ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4v2F

γ21,n
(�hk)2

s" #
¼ s

γ1,n
2

[μþ Γ], (A15)

emn
s ¼ s

γ1,n
2v2F

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4v2F

γ21,n
(�hk)2

s
¼ s

γ1,n
2v2F

Γ, (A16)

with s ¼ +, μ ¼ +1, and n ¼ 1, . . . , [N=2].
Thus, for “ABA-stacked trilayer graphene” N ¼ 3, we have six

energy bands43,44 with the energy spectrum, that is, the superposi-
tion of two linear Dirac bands [see Eqs. (A12)], as in the monolayer
graphene, and four nonparabolic bands, as in the bilayer graphene,
except that the term γ1 will appear with a factor of

ffiffiffi
2

p
(i.e., γ1,1 ¼

ffiffiffi
2

p
γ1, ε

1
s,μ ¼ s(γ1=

ffiffiffi
2

p
)[μþΓ], and em1

s ¼ sγ1=(
ffiffiffi
2

p
v2F)Γ).

Analogously, for “ABA-stacked four-layer graphene” N ¼ 4,
we have eight nonparabolic bands with different values of effective
masses,44 obtained by inserting in (A15) and (A16) γ1,1 ¼ (

ffiffiffi
5

p þ 1)
γ1=2 and γ1,2 ¼ (

ffiffiffi
5

p � 1)γ1=2.
Finally, for N ¼ 5, we have the “ABA-stacked five-layer gra-

phene” and, therefore, still an alternation of two linear Dirac bands
[Eqs. (A12)], with eight nonparabolic bands and different effective
masses44 obtained by introducing the values γ1,1 ¼

ffiffiffi
3

p
γ1 and

γ1,2 ¼ γ1 in (A15) and (A16).
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It is clear that the band structure becomes more and more
complex with increasing the number N of layers, but in the frame-
work of these approximations,42 both the energy and the effective
mass can be determined using, in a recursive way, the relations
(A12), (A15), and (A16).

e. Subcase E: Kane relation in semiconductors

In this case, α0 ¼ 1, α1 is the nonparabolicity factor, E0 ¼ Ec
and m are, respectively, the energy and the effective mass associated
with the bottom edge of the conduction band. Thus, by using (A3),
(A4), and (A9), we obtain

ε� Ec ¼ 1
2α1

�1þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 2α1

m
(�hk)2

r( )
¼ mc*2(Γ� 1),

em ¼ m[1þ 2α1(ε� Ec)] ¼ mΓ,

where c*2 ¼ (2α1m)�1. Also in this case, the nonparabolic energy
interpolates between quadratic forms ε� Ec � (�hk)2=(2m) near the
zero energy (i.e., ε ¼ Ec), and a linear behavior ε� Ec � c*�hk at
very high momenta.

Therefore, for any physical system in which the conductiv-
ity effective mass is a strictly increasing function, at least
linear37 in the microscopic energy, we have (i) a saturation
velocity for the group velocity and we can express both the
band structure and the effective mass in terms of a “Lorentz
factor” Γ for the system.

(ii) By knowing the three parameters eα0 ¼ mα0, eα1 ¼ mα1,
and E0, we explicitly determine both the band structure of the
physical system considered and the saturation velocity for the
group velocity. In particular, eα0 and eα1 can be obtained by
means of experimental measurements of the carriers’ effective
mass.44,45

APPENDIX B: BAND STRUCTURE, ELECTRIC FIELD,
AND DISSIPATIONS

1. Linear band structure

In the case of the monolayer graphene, due to a linear band
structure, the carriers must travel keeping the modulus of
the group velocity constant. Thus, if we decompose the group
velocity and the momentum into their parallel and perpendicular

parts to the applied field E, we have juj ¼ vF ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
(uk)2 þ (u?)2

p
with u? ¼ �hk?=em(ε) and uk ¼ �hkk=em(ε).

It is easy to prove that the electrons moving in the direc-
tion of an increasing electric field will have the parallel compo-
nent uk increasing at the expense of its perpendicular part u?.
Indeed, in correspondence of an increase δE of the electric
field in the direction of its application, the energy ε(k)
increases, the effective mass em(ε) increases, and the electron
momentum �hk increases only in the direction parallel to δE
(while it remains constant in the perpendicular direction); this
leads to a decrease of the component u? and, for the constrain
juj ¼ vF , to an increase of the parallel component uk.
Therefore, an increasing electric field tends to align the group

velocity (by keeping its modulus constant) in the direction of
the applied field. Vice versa, the scattering mechanisms dissi-
pate energy and redistribute momentum in different directions,
and, consequently, they randomize the group velocity in the
phase space, leaving its modulus unchanged.

Thus, the macroscopic quantities vi and eFhi1...isi can be evalu-
ated as an ensemble average of the versors ni, with

vi ¼ vF
n

ð
niFd~k, eFhi1...isi ¼ vsF

n

ð
nhi1 . . . nisiFd~k: (B1)

Therefore, if the aligning effects prevail on the randomization
processes, we have an anisotropy of the distribution function in
the direction of the applied field, and the moments {vi, eFhi1...isi}
increase. Vice versa, if the scattering mechanisms prevail with
respect to the electric field effects, then the randomization pro-
cesses tend to isotropize the distribution function, and the
moments decrease. In order to verify whether the randomization
processes can produce strong dissipative phenomena on the mac-
roscopic variables (B1), we consider the effects imputable to the
choice of a different acoustic deformation potential Dac for the
elastic intravalley transitions, leaving the other scattering parame-
ters unchanged. We remark that the intravalley acoustic scattering
can only randomize both the momentum and the group velocity
of the electrons. In this case, the scattering events, being elastic,
do not change the jkj of electrons (although jkj is different for the
single carriers), while juj ¼ vf is always constant (regardless of
the scattering processes) and the same for all electrons, due to
the linear band.

In particular, we use a larger deformation potential
Dac ¼ 16:5 � ffiffiffi

8
p

eV, equivalent to that adopted by Shishir46 and
co-workers in Ref. 23, and in Fig. 12, we report the new HD
numerical results for both the collisional frequencies and the
average velocity in correspondence of different electron densi-
ties. In this case, we obtain two distinct total average collisional
frequencies, respectively, for the velocity v (Cop þ Civ þ CEL

1 )
and for the remaining deviatoric momentseFhsi (Cop þ Civ þ CEL

s )
with s . 1. Obviously, the inelastic collisional frequencies
{Cop, Civ}, reported in Fig. 12, remained unchanged with respect
to the previously examined case (see Fig. 1); while on the con-
trary, the elastic collisional frequencies CEL

1 and CEL
s are no

more negligible by assuming, in this case, a dominant role
for all energy ranges. Figure 12 reports the collision frequen-
cies {Cη, CEl

1 , C
El
s } [Eqs. (30) and (32)] as functions of average

electron energy eW, and HD stationary numerical results for
the velocity as function of electric field E, for different elec-
tron densities. Thus, if on the one hand, the linear dispersion
ε(k) forces the electrons to travel with a group velocity of
constant modulus then, on the other hand, the scattering
mechanisms, by producing a randomization of the group
velocity, tend to isotropize the distribution function and con-
sequently all moments (B1) strongly decrease. Analogously,
both Figs. 1 and 12 show that, for very low electric fields, the
collisional frequencies strongly depend on the electron density.
Consequently, the behavior of the NDM will depend strongly
on the electron density.
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2. Nonparabolic band structure

In this case, due to the band structure, the carriers do not
travel with a constant velocity and, for u(k) 
 c*, the electric field
and the dissipative processes produce reciprocal variations both of

the modulus and the direction of the group velocity. Thus,
the average velocity and all deviatoric moments will be expressed
as a statistical average on both the modulus u(k) and the versor ni,
where vi ¼ 1=n

Ð
u(k)ni F d~k and eFhi1...isi ¼ 1=n

Ð
[u(k)]snhi1 . . . nisi

F d~k.
However, for very large momenta, the band structure exhibits

a linear dispersion and the carriers should travel, approximatively,
with a constant group velocity coinciding with the saturation veloc-
ity (i.e., u � c*). Consequently, in this case, both the electric field
and the scattering mechanisms cannot change the modulus of the
group velocity but can only modify its direction and, as in the
monolayer graphene, vi and eFhi1...isi will be expressed only as an
ensemble average of the versors ni.

Consequently, in the case of a single effective valley with a
nonparabolic band structure when, for very high fields, it can be
considered approximately linear, the prevalence of effects due to
randomization of group velocity can lead to small negative differen-
tial mobility both for the values of average velocity vi and for the
values of deviatoric moments eFhi1...isi.
APPENDIX C: SMALL-SIGNAL ANALYSIS

By considering the time evolution of a small perturbation around
the steady state of the moments eFα , the system of Eq. (40) is expressed

in terms of the M þ 1 quantities δeFα(t) ¼ δ eW, δv, δeFhsi� 
T
(with

s ¼ 2, . . . , M). For the component of the “perturbing forces,” we
have Γ(E)

α ¼ Kα(0) ¼ {Γ(E)eW , Γ(E)
v , Γ(E)

hsi }
T , where

Γ(E)eW ¼ Kew(0) ¼ v, (C1)

Γ(E)
v ¼ Kv(0) ¼ 1

2
1em

	 

� eF(�1)jh2i, (C2)

Γ(E)
hsi ¼ Khsi(0) ¼ s

v2F
4
eF(�1)jhs�1i � eF(�1)jhsþ1i

� �
for s ¼ 2, . . . , M:

(C3)

Analogously, for the asymmetric (M þ 1)� (M þ 1) response
matrix Γαβ , we have

Γαβ ¼

Γ(0)
w �eE 0 0 0 0 � � � 0 0 0

Γ(1)
w C1 χeE 0 0 0 � � � 0 0 0

Γ(2)
w � χv2F

2 eE C2 2χeE 0 0 � � � 0 0 0

Γ(3)
w 0 � 3χv2F

4 eE C2 3χeE 0 � � � 0 0 0

..

. ..
. ..

. ..
. ..

. ..
. � � � ..

. ..
. ..

.

Γ(M�1)
w 0 0 0 0 0 � � � � (M�1)χv2F

4 eE C2 (M � 1)χeE

Γ(M)
w 0 0 0 0 0 � � � 0 �Mχv2F

4 eE C2

2666666666666664

3777777777777775

FIG. 12. Collision frequencies {Cη, CEl
1 , C

El
s } [Eqs. (30) and (32)] vs average

electron energy eW, and HD stationary numerical results for the velocity vs elec-
tric field E, for different electron densities. In this case, for the inelastic transi-
tions η ¼ {op, iv}, we have taken the same effective parameters used by
Borysenko and co-workers19,20 in Eqs. (13), while for the elastic acoustic intra-
valley transitions, we have adopted a different deformation potential Dac used by
Shishir and Ferry in Ref. 23.
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where C1 ¼ �[
P

η C
η þ CEl

1 ], C2 ¼ �[
P

η C
η þ CEl

2 ], the function
χ is expressed by Eq. (25)2 and all the elements Γ(s)

w of the first
column can be expressed by introducing the “chord mobility general-
ized moments” μw ¼ eW=E, μv ¼ v=E, μhsi ¼ eFhsi=E and the “differ-
ential mobility generalized moments” μ0w ¼ d eW=dE, μ0v ¼ dv=dE,
and μ0hsi ¼ deFhsi=dE, with the conditions μhMþ1i ¼ μ0hMþ1i ¼ 0.
Thus, we obtain

Γ(0)
w ¼ eE

μ0v þ μv
μ0w

,

Γ(1)
w ¼ �eEχ

μ0h2i þ μh2i
μ0w

� C1
μ0v
μ0w

þ ev2F
2μ0w

eF(�1),

Γ(2)
w ¼ 2eEχ

v2F
4

μ0v þ μv
μ0w

�
μ0h3i þ μh3i

μ0w

" #
� C2

μ0h2i
μ0w

,

..

.

Γ(p)
w ¼ peEχ

v2F
4

μ0hp�1i þ μhp�1i
μ0w

�
μ0hpþ1i þ μhpþ1i

μ0w

" #

� C2

μ0hpi
μ0w

with p ¼ 3, . . . , M,

It is worth noting that, if we know explicitly the response matrix
Γαβ and the vector Γ(E)

α , then we can construct an “algebraic” for-
mulation of theory.

Thus, for a “steplike switching perturbation,” with an integra-
tion of Eq. (41), we obtain the following algebraic expression for
the “differential response”:

δeFα(t)=δE ¼ �eΓ�1
αβ [Kβ(t)� Γ(E)

β ]: (C4)

Analogously, for an “harmonic perturbation,” the real and imagi-
nary parts of μ0α(ω) ¼ Xα(ω)þ iYα(ω) can be evaluated separately
in the algebraic form

Xα(ω) ¼ eΓαβ Γ2
βγ þ ω2δβγ

h i�1
Γ(E)
γ , (C5)

Yα(ω) ¼ eω Γ2
αγ þ ω2δαγ

h i�1
Γ(E)
γ , (C6)

with the condition

Xα(0) ¼ [deFα=dE]dc, (C7)

where [deFα=dE]dc is the “dc generalized differential mobility” of the
corresponding moments eFα . We remark that, also in the limiting
forms (ω ! 0 and/or ω ! 1), some analytical algebraic expres-
sions can be explicitly determined. Thus, in the “low frequency

limit,” we obtain

Xα � Xα(0)þ 1
2

d2Xα

dω2

� �
0

ω2, Yα � dYα

dω

� �
0

ω, (C8)

with the general relations

Xα(0) ¼ �e
ð1
0
Kα(s) ds ¼ eΓ�1

αβ Γ
(E)
β , (C9)

dYα

dω

� �
0

¼ e
ð1
0
sKα(s) ds ¼ e Γ�1

αβ

� �2
Γ(E)
β , (C10)

d2Xα

dω2

� �
0

¼ e
ð1
0
s2Kα(s)ds ¼ �2e Γ�1

αβ

� �3
Γ(E)
β : (C11)

Analogously, in the “high frequency limit,” we have

Xα(ω) � e
ω2

dKα

dt

� �
0þ
, Yα(ω) � e

ω
Kα(0), (C12)

with the general relationsð1
0
Xαdω ¼ � π

2
eKα(0),

ð1
0

1
ω
Yαdω ¼ � π

2
Xα(0): (C13)
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