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Entropy-satisfying well-balanced schemes
for balance laws with singular source terms
Balance law with a stationary solution, solved by a splitting method

∂tu+ ∂x
u2

2
= −u∂xa and

a(x) = max(−1,min(1, slope× x))

u0(x) + a(x) = 2
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Entropy-satisfying well-balanced schemes
for balance laws with singular source terms

Hyperbolic scalar or systems of balance laws

• Space dependent flux and source term

• Infinite stiffness with respect to x

• Resonance: nonlinear interaction between the flux and the source term

• Entropy inequality

Well-balanced schemes

• First-order explicit finite volume schemes

• Discrete preservation of some stationary solutions

• Discrete entropy inequality =⇒ Stability
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Entropy-satisfying well-balanced schemes
for balance laws with singular source terms

Pb 1. Burgers equation with a pointwise friction

• Scalar equation with a pointwise singular source term

• Definition of stationary solutions

• Construction of well-balanced schemes for any monotone numerical flux

• Analysis: definition of solutions, uniqueness and convergence

with B. Andreianov (and also N. Aguillon and F. Lagoutière)

Pb 2. Euler equations in a discontinuous nozzle

• 2× 2 system, discontinuous cross-section (or porosity)

• Approximate Riemann solver, relaxation scheme

• Singular dissipation at the discontinuity to control the CFL

• Positivity and discrete entropy inequalities

with F. Coquel, J.-M. Hérard and K. Saleh
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Burgers equation with a pointwise friction

One-dimensional flow in a pipe with a porous grid in x = 0:

• Burgers equation for the flow
• Friction term for modeling the grid

Cauchy problem




∂tu+ ∂x

u2

2
= −λ u δ0(x)

u(0, x) = u0(x)

with u0 ∈ L∞(R) and λ > 0 friction coefficient

Quasilinear form, using Heaviside function w(0, x) = H(x):

∂t

(
u
w

)
+

(
u λu
0 0

)
∂x

(
u
w

)
= 0

• if u 6= 0, then hyperbolicity
• if u = 0, then trivial system (easier than [Isaacson, Temple ’95])
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The singular source term as a coupling problem

The Burgers equation with the singular source term

∂tu+ ∂x
u2

2
= −λ u δ0(x)

can be seen as a coupling problem between two Burgers equations:

x < 0 x > 0

∂tu+ ∂x
u2

2
= 0 ∂tu+ ∂x

u2

2
= 0

+ Coupling conditions between u(t, 0−) and u(t, 0+)
which have to describe the effects of the singular source term
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The singular source term as a coupling problem

The coupling problem:




∂tu+ ∂x

u2

2
= 0 far from the interface {x = 0}

Coupling conditions between u(t, 0−) and u(t, 0+)

But:

• the source term contains a product of distributions: u× δ0!

• the sign of the velocity u can change (no strict hyperbolicity)

−→ Resonance: nonlinear interaction between the interface and the nonlinear
waves of the Burgers equation

−→ The theory of nonconservative products cannot be applied

Idea:

• Regularize the problem to define the coupling between u(t, 0−) and u(t, 0+)

• Study the dependence of the coupling conditions w.r.t. the regularization
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Coupling conditions and stationary solutions

Assume that the coupling conditions are defined:

1. Let G ⊂ R2 be the set of all admissible couples of traces,
then the coupling problem writes




∂tu+ ∂x

u2

2
= 0 far from the interface {x = 0}

(u(t, 0−), u(t, 0+)) ∈ G for a.e. t > 0

2. Consider any (κ−, κ+) ∈ R2 and define the piecewise constant function

(?) κ(x) =

{
κ− if x < 0

κ+ if x > 0

Proposition

The function κ(x) defined by (?) is a stationary solution of the coupling problem
if and only if (κ−, κ+) ∈ G
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Construction of stationary solutions

Stationary solutions of the Burgers equation with a regularized source term

H is replaced by Hε ∈ C 1(R), nondecreasing function such that

∀|x| > ε Hε(x) = H(x)

−ε ε

1

A couple (κ−, κ+) belongs to G[Hε] if and only if it exists uε(x) satisfying

(Sε)





d

dx

uε(x)2

2
+ λ uε(x)

d

dx
Hε(x) = 0, x ∈ (−ε, ε)

uε(−ε) = κ−

uε(ε) = κ+

in the entropy weak sense
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Construction of stationary solutions

A couple (κ−, κ+) belongs to G[Hε] if and only if it exists uε(x) satisfying

(Sε)





d

dx

uε(x)2

2
+ λ uε(x)

d

dx
Hε(x) = 0, x ∈ (−ε, ε)

uε(−ε) = κ−

uε(ε) = κ+

in the entropy weak sense

This problem can be solved by hand!

• smooth parts: (Sε) in the classical sense
Either uε(x) = 0
Or d

dx

(
uε(x) + λHε(x)

)
= 0

• Shock waves at x0 ∈ (−ε, ε):
(uε(x

−
0 ) + uε(x

+
0 ))/2 = 0 and uε(x

−
0 ) > uε(x

+
0 )
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A couple (κ−, κ+) belongs to G[Hε] if and only if it exists uε(x) satisfying

(Sε)





d

dx

uε(x)2

2
+ λ uε(x)

d

dx
Hε(x) = 0, x ∈ (−ε, ε)

uε(−ε) = κ−

uε(ε) = κ+

in the entropy weak sense

This problem can be solved by hand!

• smooth parts: (Sε) in the classical sense
Either uε(x) = 0
Or d

dx

(
uε(x) + λHε(x)

)
= 0

• Shock waves at x0 ∈ (−ε, ε):
(uε(x

−
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+
0 ))/2 = 0 and uε(x

−
0 ) > uε(x
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Fixed particle

Fixed particle: definition of the source term, germ

(0, 0)

κ−

κ+

λ

−λ

G1

G2

G3

Germ Gλ: set of (c−, c+) such that
it exists U entropy weak solution of

⎧
⎪⎨
⎪⎩

(U2/2)′(x) + λ U(x)H ′
ε(x) = 0

U(−ε) = c−
U(ε) = c+

Definition

The germ Gλ ⊂ R2for the model with a fixed particle is the union
Gλ = G1

λ ∪ G2
λ ∪ G3

λ, where

• G1
λ = {(a, a − λ), a ∈ R}.

• G2
λ = [0, λ] × [−λ, 0].

• G3
λ = {(a, b) ∈ (R+ × R−) \ G2

λ, −λ ! a + b ! λ}.

Nicolas Seguin (UMPC & Inria) A simplified model of fluid–particle interaction Würzburg, June 8, 2015 18 / 38

Nicolas Seguin (UMPC & Inria) Entropy-satisfying well-balanced schemes 10 / 34



Construction of stationary solutions

The set G[Hε] can be decomposed in 3 parts:

• G1 = {κ+ = κ− − λ}
• G2 = [0, λ]× [−λ, 0]

• G3 = ((R+ × R−) \ G2) ∩ {−λ 6 κ− + κ+ 6 λ}
NB. The entropy can be dissipated for G2 ∪ G3

Fixed particle

Fixed particle: definition of the source term, germ

(0, 0)

κ−

κ+

λ

−λ

G1

G2

G3

Germ Gλ: set of (c−, c+) such that
it exists U entropy weak solution of

⎧
⎪⎨
⎪⎩

(U2/2)′(x) + λ U(x)H ′
ε(x) = 0

U(−ε) = c−
U(ε) = c+

Definition

The germ Gλ ⊂ R2for the model with a fixed particle is the union
Gλ = G1

λ ∪ G2
λ ∪ G3

λ, where

• G1
λ = {(a, a − λ), a ∈ R}.

• G2
λ = [0, λ] × [−λ, 0].

• G3
λ = {(a, b) ∈ (R+ × R−) \ G2

λ, −λ ! a + b ! λ}.

Nicolas Seguin (UMPC & Inria) A simplified model of fluid–particle interaction Würzburg, June 8, 2015 18 / 38

Fundamental remark

The set G[Hε] actually is independent of the regularized function Hε!

Definition

A function u ∈ L∞(R+ × R) is a solution of the Burgers equation with a
pointwise friction if (in the entropy weak sense)




∂tu+ ∂x

u2

2
= 0 far from the interface {x = 0}

(u(t, 0−), u(t, 0+)) ∈ G for a.e. t > 0
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Finite volume schemes

Discretization

• tn = n∆t

• Interfaces xi+1/2 = i∆x and cells Ci = (xi−1/2, xi+1/2)
−→ The source term is superposed on the interface x1/2 = 0

First-order explicit monotone schemes:

• Two-point numerical flux g:
• locally Lipschitz

• Consistency: g(u, u) = u2

2
• Monotonicity: g(↗,↘)

• In the cells far from the interface x1/2:

i 6= 0, 1 un+1
i = uni −

∆t

∆x

(
g(uni , u

n
i+1)− g(uni−1, u

n
i )
)
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Partially well-balanced schemes

Well-balanced schemes for stationary solutions of G1 = {κ+ = κ− − λ}:
• Two fluxes at interface x1/2: g−1/2 and g+

1/2

• Cell formulas near the interface x1/2

{
un+1

0 = un0 − ∆t
∆x (g−1/2(un0 , u

n
1 )− g(un−1, u

n
0 ))

un+1
1 = un1 − ∆t

∆x (g(un1 , u
n
2 )− g+

1/2(un0 , u
n
1 ))

• Well-balanced property. For all (κ−, κ+) ∈ G1

{
un−1 = un0 = κ−

un1 = un2 = κ+
=⇒

{
g−1/2(κ−, κ+) = g(κ−, κ−)

g+
1/2(κ−, κ+) = g(κ+, κ+)

• Use of reconstructed states:
{
g−1/2(u, v) = g(u, v + λ)

g+
1/2(u, v) = g(u− λ, v)
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Partially well-balanced schemes

The numerical scheme

∀i 6= 0, 1 un+1
i = uni −

∆t

∆x

(
g(uni , u

n
i+1)− g(uni−1, u

n
i )
)

i = 0 un+1
0 = un0 −

∆t

∆x

(
g(un0 , u

n
1 + λ)− g(un−1, u

n
0 )
)

i = 1 un+1
1 = un1 −

∆t

∆x

(
g(un1 , u

n
2 )− g(un0 − λ, un1 )

)

is well-balanced for stationary solutions of G1,
but is a priori not well-balanced for stationary solutions of G2 ∪ G3. . .
Reconstructed states are defined since G1 is the graph of a one-to-one function
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)

is well-balanced for stationary solutions of G1,
but is a priori not well-balanced for stationary solutions of G2 ∪ G3. . .
Reconstructed states are defined since G1 is the graph of a one-to-one function

What about the convergence of this numerical scheme?

• Definition of solutions of the Burgers equation with pointwise friction

• Uniqueness of the solution

• A priori estimates

• Discrete entropy inequalities
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Definition of solutions

Coupling problem for the Burgers equation with pointwise friction:

(P)




∂tu+ ∂x

u2

2
= 0 far from the interface {x = 0}

(u(t, 0−), u(t, 0+)) ∈ G for a.e. t > 0

Definition ([Andreianov, Karlsen, Risebro ’11], [Andreianov, S. ’12])

A function u ∈ L∞(R+ ×R) is an entropy solution of (P) if, for all (κ−, κ+) ∈ G,
it satisfies, for all (κ−, κ+) ∈ G,

∂t|u− κ(x)|+ ∂xΦ(u, κ(x)) 6 0

where κ(x) = (1−H(x))κ− +H(x)κ+.

• L1-stability w.r.t. and of stationary solutions κ(x) of G1 ∪ G2 ∪ G3

• Direct extension of Kruzhkov’s definition
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Uniqueness proof

Theorem

There exists one and only one entropy solution of (P). Let u0 and v0 two initial
data and u and v the corresponding solutions, then

∫

B(0,R)

|u(t, x)− v(t, x)|dx 6
∫

B(0,R+Lt)

|u0(x)− v0(x)|dx.

• Doubling variable technique far from the interface

• Interfacial terms canceled using the dissipativity of G:

Φ(u(t, 0+), v(t, 0+))− Φ(u(t, 0−), v(t, 0−)) 6 0

which leads to
∂t|u− v|+ ∂xΦ(u, v) 6 0

• Conclude by using the classical appropriate test function
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Study of the numerical scheme

Under a small (technical?) restriction on the numerical flux, we have

• Monotonicity of the scheme (Crandall–Tartar lemma does not apply here!)

• A priori bounds in L∞ ∩ BV are available

• Discrete entropy inequalities. Let κi = κ(xi).
If (κ−, κ+) ∈ G1, numerical entropy fluxes (Gni+1/2) exist such that

|un+1
i − κi| − |uni − κi|

∆t
+
Gni+1/2 −Gni−1/2

∆x
6 0

If (κ−, κ+) ∈ G2 ∪ G3, error terms persist. . .

• By a careful study of these error terms, convergence can be deduced
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If (κ−, κ+) ∈ G2 ∪ G3, error terms persist. . .

• By a careful study of these error terms, convergence can be deduced

Corollary (Numerical stability of discrete stationary solutions)

This numerical scheme is stable in `1 with respect to stationary solutions of G1

Same result for stationary solutions of G2 ∪ G3 with more elaborated schemes
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Numerical simulations: numerical boundary layers
1958 BORIS ANDREIANOV AND NICOLAS SEGUIN
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Figure 2. Initial datum with (c−, c+) ∈ G 2
λ for several meshes.
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Figure 3. Comparison between well-balanced schemes with the
Godunov flux (left) and with the Rusanov flux (right).

the mesh contains 100 cells and the Courant number is 0.4. The results are plotted
in Fig. 3. Once again, the Rusanov scheme makes numerical boundary layers appear
on both sides from the interface. On the contrary, the Godunov scheme provides
exactly the good traces: γ−u(t) = 1/2 and γ+u(t) = 0.

4. Complements and remarks.

4.1. Convergence of the regularization of the source term. Let us mention
a different existence proof, that further justifies the approach of [30]. Recall that
in [30], the authors discussed solutions obtained as limits of equation (11) (or,
equivalently, of system (6) with H = Hε converging to the Heaviside function).
Initially, this regularization has been proposed in [21] and [29] in order to construct
the solution of the Riemann problem. It has been further investigated in [23] and
[25] (see also [32]) for general Cauchy data, using an original compactness tool (see
[23, Lemma 7]).

This regularization was used in [30] to deduce the possible trace couplings across
the interface (see Section 2.1). In this derivation, it was assumed that the solutions
to (6) are stationary. Actually, it was deduced that for all (u−, u+) ∈ G , the
associated stationary solution u(t, x) ≡ u0(x) := u−1l{x<0} + u+1l{x>0} is the a.e.
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Conclusion and perspectives

[Andreianov, S. ’12] (following [Andreianov, Karlsen, Risebro ’11])

• Well-posed balance law with a singular source term

• Construction of the set of admissible traces

• Convergence of partially well-balanced schemes

• Adapted entropy inequalities: stability with respect to stationary solutions

• Numerical stability according to exactly preserved stationary solutions

[Aguillon, Lagoutière, S. ’15]

• well-balanced scheme for more steady states

• Extension to a moving singular source term (Burgers + pointwise particle)

Rq. Most of the previous results fail for

dvtu+ ∂x
u2

2
= +λ u δ0

Nicolas Seguin (UMPC & Inria) Entropy-satisfying well-balanced schemes 19 / 34



Entropy-satisfying well-balanced schemes
for balance laws with singular source terms

Pb 1. Burgers equation with a pointwise friction

• Scalar equation with a pointwise singular source term

• Definition of stationary solutions

• Construction of well-balanced schemes for any monotone numerical flux

• Analysis: definition of solutions, uniqueness and convergence

with B. Andreianov (and also N. Aguillon and F. Lagoutière)

Pb 2. Euler equations in a discontinuous nozzle

• 2× 2 system, discontinuous cross-section (or porosity)

• Approximate Riemann solver, relaxation scheme

• Singular dissipation at the discontinuity to control the CFL

• Positivity and discrete entropy inequalities

with F. Coquel, J.-M. Hérard and K. Saleh
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Euler equations with porosity

Gas dynamics in a porous medium, with a discontinuous porosity α

{
∂t(αρ) + ∂x(αρu) = 0

∂t(αρu) + ∂x(αρu2 + αp(ρ)) = p(ρ)∂xα

where α(x) = αl(1−H(x)) + αrH(x) with αl, αr > 0

Setting a = logα:

{
∂tρ+ ∂x(ρu) + ρu∂xa = 0

∂t(ρu) + ∂x(ρu2 + p(ρ)) + ρu2∂xa = 0

Setting m = αρ:

{
∂tm+ ∂x(mu) = 0

∂t(mu) + ∂x(mu2 + αp(m/α))− p(m/α)∂xα = 0
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General setting

System of balance laws with singular source term
{
∂tU + ∂xf(U,α) + s(U,α)∂xα = 0

∂tα = 0 with α(x) = αl(1−H(x)) + αrH(x)

Quasilinear form:

∂t

(
U
α

)
+

(
∇Uf(U,α) ∇αf(U,α) + s(U,α)

0 0

)
∂x

(
U
α

)
= 0

Non-strict hyperbolicity: ∇Uf(U,α) = 0 6⇒ ∇αf(U,α) + s(U,α) = 0
(Euler equations with porosity, shallow-water equations with bathymetry. . . )

Entropy inequality

It exists (η, F ) = (η, F )(U,α) with η strictly convex w.r.t. U and

(∇Uη · ∇Uf, ∇Uη · (∇αf + s)) = ∇(U,α)F
>

i.e.
∂tη(U,α) + ∂xF (U,α) [= or 6] 0
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Coupling problem

Here again, such singular system can be seen as a coupling problem





∂tU + ∂xf(U,αl) = 0 for x < 0

∂tU + ∂xf(U,αr) = 0 for x > 0

Coupling conditions between U(t, 0−) and U(t, 0+)

But, here again:

• the source term contains a product of distributions: g(U,α)∂xα!

• the sign of the eigenvalues can change (no strict hyperbolicity)

−→ Resonance: nonlinear interaction between the interface and the nonlinear
waves of the left and right systems

−→ The theory of nonconservative products cannot be applied

Same idea as before:

• Regularize the problem to define the coupling between U(t, 0−) and U(t, 0+)

• Study the dependence of the coupling conditions w.r.t. the regularization

Nicolas Seguin (UMPC & Inria) Entropy-satisfying well-balanced schemes 23 / 34



Coupling problem

Here again, such singular system can be seen as a coupling problem





∂tU + ∂xf(U,αl) = 0 for x < 0

∂tU + ∂xf(U,αr) = 0 for x > 0

Coupling conditions between U(t, 0−) and U(t, 0+)

But, here again:

• the source term contains a product of distributions: g(U,α)∂xα!

• the sign of the eigenvalues can change (no strict hyperbolicity)

−→ Resonance: nonlinear interaction between the interface and the nonlinear
waves of the left and right systems

−→ The theory of nonconservative products cannot be applied

Same idea as before:

• Regularize the problem to define the coupling between U(t, 0−) and U(t, 0+)

• Study the dependence of the coupling conditions w.r.t. the regularization

Nicolas Seguin (UMPC & Inria) Entropy-satisfying well-balanced schemes 23 / 34



Coupling conditions and stationary solutions

Assume that the coupling conditions are defined:

1. Let G ⊂ Ω2 be the set of all admissible couples of traces,
then the coupling problem writes





∂tU + ∂xf(U,αl) = 0 for x < 0

∂tU + ∂xf(U,αr) = 0 for x > 0

(U(t, 0−), U(t, 0+)) ∈ G for a.e. t > 0

2. Consider any (κ−, κ+) ∈ Ω2 and define the piecewise constant function

(?) κ(x) =

{
κ− if x < 0

κ+ if x > 0

Proposition

The function κ(x) defined by (?) is a stationary solution of the coupling problem
if and only if (κ−, κ+) ∈ G
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Construction of stationary solutions

1. Replace α(x) by αε(x) = αl(1−Hε(x)) + αrHε(x) with
−ε ε

1

2. Solve the boundary value problem to define G[aε]

A couple (κ−, κ+) belongs to G[aε] if and only if it exists Uε(x) satisfying

(Sε)





d

dx
f(Uε, aε) + s(Uε, aε)

d

dx
aε(x) = 0, x ∈ (−ε, ε)

Uε(−ε) = κ−

Uε(ε) = κ+

in the entropy weak sense

3. Piecewise smooth solutions:
• Smooth parts: (Sε) in the classical sense (Riemann invariants)
• Shock waves at x0 ∈ (−ε, ε):
f(Uε, aε)(x

+
0 ) = f(Uε, aε)(x

−
0 ) and F (Uε, aε)(x

+
0 ) 6 F (Uε, aε)(x

−
0 )
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Case of Euler equations with porosity

• Riemann invariants
{
I1(U,α) = αρu (mass conservation)

I2(U,α) = αu(ρE + p) (energy/entropy conservation)

do not provide neither an injective nor an surjective relation

• Shock waves inside [−ε, ε] lead to a strict decay of the entropy

F (Uε, aε)(x
+
0 ) < F (Uε, aε)(x

−
0 )
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do not provide neither an injective nor an surjective relation

• Shock waves inside [−ε, ε] lead to a strict decay of the entropy

F (Uε, aε)(x
+
0 ) < F (Uε, aε)(x

−
0 )

Theorem (See for instance [Goatin, LeFloch ’04])

• The set G[aε] can be constructed by hand and is independent of aε

• The Riemann problem for the Euler equations with a discontinuous porosity
(seen as a coupling problem) admits between one and three solutions
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Finite volume schemes

Discretization

• tn = n∆t

• Interfaces xi+1/2 = i∆x and cells Ci = (xi−1/2, xi+1/2)
−→ The source term is superposed on the interface x1/2 = 0

First-order explicit entropy-satisfying schemes:

• Two-point numerical flux g
• Consistency: g(U,U, α) = f(U,α)
• Entropy stability: see [Tadmor ’03] or [Bouchut ’04] for details

• In the cells far from the interface x1/2:

i 6= 0, 1 Un+1
i = Uni −

∆t

∆x

(
g(Uni , U

n
i+1)− g(Uni−1, U

n
i )
)
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Partially well-balanced schemes

Well-balanced schemes for stationary solutions corresponding to some G0 ⊂ G:

• Two fluxes at interface x1/2: g−1/2 and g+
1/2

• Cell formulas near the interface x1/2

{
Un+1

0 = Un0 − ∆t
∆x (g−1/2(Un0 , U

n
1 )− g(Un−1, U

n
0 ))

Un+1
1 = Un1 − ∆t

∆x (g(Un1 , U
n
2 )− g+

1/2(Un0 , U
n
1 ))

• Well-balanced property. For all (κ−, κ+) ∈ G0

{
Un−1 = Un0 = κ−

Un1 = Un2 = κ+
=⇒

{
g−1/2(κ−, κ+) = g(κ−, κ−)

g+
1/2(κ−, κ+) = g(κ+, κ+)

• But, for using reconstructed states, G0 should be the graph of a monotone
function, difficult in general. . .
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Approximate Riemann solvers

In order to construct the fluxes g±1/2, we use approximate Riemann solvers

[Harten, Lax, van Leer ’83]





∂tU + ∂xf(U,αl) = 0 for x < x1/2

∂tU + ∂xf(U,αr) = 0 for x > x1/2

Approximate coupling conditions

for (U(t, x−1/2), U(t, x+
1/2))

Approximate coupling conditions for (U(t, x−1/2), U(t, x+
1/2)) such that

• Preservation of stationary solutions associated with G0

• Dissipation of the entropy through the interface

But in practice, problems with non-ordered waves, resonance. . .

Following [Coquel et al. ’99] (linearly degenerate extension of [Jin, Xin ’95]),
we propose a relaxation approximation of the coupling problem

Nicolas Seguin (UMPC & Inria) Entropy-satisfying well-balanced schemes 29 / 34



Approximate Riemann solvers

In order to construct the fluxes g±1/2, we use approximate Riemann solvers

[Harten, Lax, van Leer ’83]





∂tU + ∂xf(U,αl) = 0 for x < x1/2

∂tU + ∂xf(U,αr) = 0 for x > x1/2

Approximate coupling conditions

for (U(t, x−1/2), U(t, x+
1/2))

Approximate coupling conditions for (U(t, x−1/2), U(t, x+
1/2)) such that

• Preservation of stationary solutions associated with G0

• Dissipation of the entropy through the interface

But in practice, problems with non-ordered waves, resonance. . .

Following [Coquel et al. ’99] (linearly degenerate extension of [Jin, Xin ’95]),
we propose a relaxation approximation of the coupling problem

Nicolas Seguin (UMPC & Inria) Entropy-satisfying well-balanced schemes 29 / 34



Relaxation models for approximate Riemann solvers

Relaxation approximation




∂tVε + ∂xf̃(Vε, αl) = Relax. for x < x1/2

∂tVε + ∂xf̃(Vε, αr) = Relax. for x > x1/2

Approximate coupling conditions

for (Vε(t, x
−
1/2), Vε(t, x

+
1/2))

In general, the relaxation approximation is based on LD systems of the form

∂tVε + ∂xf̃(Vε, α) + s̃(Vε, α)∂xα = Relax.

Euler equations with porosity [Coquel, Saleh, S. ’14]

• Classical entropy decay (sub-characteristic condition) and robustness

• Preservation of stationary solutions associated with G0 = {u ≡ 0, p(ρ) ≡ Cst}
? Dissipation of the entropy through the interface

=⇒ Full control of the CFL condition
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Comparison with Rusanov scheme + splitting

αl = 1, αr = 100
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Figure 3: Rusanov’s scheme approximation of the subsonic Riemann problem (4.47) at time T =
0.15, for two mesh sizes of 102 and 103 cells.
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Figure 2: Relaxation approximation of the subsonic Riemann problem (4.47) at time T = 0.15, for
two mesh sizes of 102 and 103 cells.
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Relative entropy for stationary solutions

Continuous entropy inequality

{
∂tU + ∂xf(U,α) + s(U,α)∂xα = 0

∂tη(U,α) + ∂xF (U,α) 6 0

Relative entropy to compare U and V for the same α (H(U, V, α) ' |U − V |2)

• H(U, V, α) := η(U,α)− η(V, α)−∇Uη(V, α) · (U − V )

→ H(·, V, α) nonnegative strictly convex function, H(U, V, α) = 0 iff U = V

Compare an entropy weak solution U and a stationary solution V :

∂tH = ∂tη(U,α)−∇Uη(V, α) · ∂tU
6 −∂xF (U,α)−∇Uη(V, α) ·

(
∂xf(U,α) + s(U,α)∂xα

)

6 −∂x
[
F (U,α) +∇Uη(V, α) · ∂xf(U,α)

]

+
(
∂x∇Uη(V, α)

)
· f(U,α)−∇Uη(V, α) · s(U,α)∂xα
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Relative entropy for stationary solutions

Proposition

Let U be an entropy weak solution and V a stationary solution. If

•
(
∂x∇Uη(V, α)

)
· f(U,α) ≡ 0

• ∇Uη(V, α) · s(U,α) ≡ 0

then
d

dt

∫
H(U, V, α) dx 6 0

In other words, V is a stable stationary state.

• Shallow-water equations with topography:
η(U,α) = hu2/2 + gh2/2 + ghα,
∇Uη(U,α) = (−u2/2 + g(h+ α), u)>

• Euler equations with porosity:
η(U,α) = αρu2/2 + αρe(ρ),
∇Uη(U,α) = (−αu2/2 + αe(ρ) + αp(ρ)/ρ, αu)>
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Relative entropy for stationary solutions

Proposition

Let U be an entropy weak solution and V a stationary solution. If

•
(
∂x∇Uη(V, α)

)
· f(U,α) ≡ 0

• ∇Uη(V, α) · s(U,α) ≡ 0

then
d

dt

∫
H(U, V, α) dx 6 0

In other words, V is a stable stationary state.

These two conditions are (only) satisfied for

• Shallow-water equations with topography: “lake at rest” states

• Euler equations with porosity: null-velocity states

NB. Asymptotic stability cannot be generally expected (periodic solutions exist)
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Relative entropy for well-balanced schemes

Proposition

Assume the two previous assumptions. Consider an entropy-satisfying scheme
which exactly preserves a stationary state (Vi)i. Then,

∆x
∑

i

H(Un+1
i , Vi, αi) 6 ∆x

∑

i

H(Uni , Vi, αi)

In other words, the numerical scheme is stable in `2 with respect to the stationary
discrete state (Vi)i.

• No smoothness assumption on α and V , valid in multi-D

• Asymptotic stability could be obtained due to numerical diffusion. . .

• What about other stationary states?

• What about entropy-conservative schemes (for periodic solutions)?

• What about ill-balanced schemes?
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