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ABSTRACT
The proliferation of mobile devices and the diffusion of social
media have changed the communication paradigm of peo-
ple that share multimedia data by allowing new interaction
models (e.g., social networks). In social events (e.g., con-
certs), the automatic video understanding goal includes the
interpretation of which visual contents are the most pop-
ular. The popularity of a visual content depends on how
many people are looking at that scene, and therefore it could
be obtained through the “visual consensus” among multiple
video streams acquired by the different users devices. In
this work we present RECfusion, a system able to automat-
ically create a single video from multiple video sources by
taking into account the popularity of the acquired scenes.
The frames composing the final popular video are selected
from the different video streams by considering those visual
scenes which are pointed and recorded by the highest num-
ber of users’ devices. Results on two benchmark datasets
confirm the effectiveness of the proposed system.

Categories and Subject Descriptors
I.2.10 [Artificial Intelligence]: Vision and Scene Under-
standing—Perceptual reasoning, Video Analysis; I.4.9 [Image
Processing And Computer Vision]: Applications
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Figure 1: RECfusion - Automatic summarization of

popular scenes of social events in a single video.

1. INTRODUCTION
In social events like a concert, a maratona or a car ride,

the audience gathers multimedia information with mobile
devices (e.g., images, video, geolocation, tags, etc.) related
to what has captured their interest. Popular scenes (e.g.,
fireworks in a folkloristic event) are often observed and ac-
quired simultaneously by multiple end-users with different
devices. This redundancy in the video sequences can be
exploited to infer which groups of people are interested to
specific visual contents over time, and hence which scenes
are the most popular.

This work proposes a system that automatically processes
multiple video flows from different devices to understand the
most popular scenes for a group of end-users. The scenes
observed by the different devices are grouped by visual con-
tent. This allows an automatic video curation process to ob-
tain a single video as output, by mixing the different inputs
and taking into account the most popular scenes, i.e. those
scenes acquired by many devices over time (Figure 1). Al-
though much effort has been devoted to understand what is
interesting in a scene [7], this problem is still unsolved. The
task of establishing the popularity of a scene is challenging
because of the variability of the visual content observed by
multiple devices: different points of view, pose and scale of
the objects, lighting conditions, occlusions, viewing quality,
as well as different device models. The Imaging Generation
Pipeline (IGP) can vary from device to device and even on
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an per-image basis [5]. The difference between responses de-
pends essentially on the characteristics of the lenses, filters
(e.g. Bayer pattern), sensors, and IGP algorithms [6].

The video curation system proposed in this paper works
without specific priors on the input, as well as without knowl-
edge of which and how many devices are involved in the cu-
ration process. A related work is described in [1], where a 3D
reconstruction of the scene and the relative pose of the de-
vices are exploited. However, the reconstruction of the whole
scene is computationally expensive and the video curation
algorithm in [1] can be applied only after such a preprocess-
ing stage. In [10] it is proposed an approach which exploits
multiple devices of the same model. Also in this case the al-
gorithm needs a calibration phase to reconstruct the camera
poses. The method proposed in [8] tries to create a single
popular video of an event from multiple egocentric videos.
All scenes were taken using the same camera model by differ-
ent participants close each other (few meters). The approach
assumes that the number of the different popular scenes and
the number of the devices is known a priori. These infor-
mation are used to recognize an exact number of regions of
interest used as prototypes in the grouping phase. The algo-
rithm proposed in [11] combines several videos of the same
scene taken from different perspectives. Despite the final
video is not based on the popularity (as in the case we are
interested in) this framework is able to produce an unique
final video related to the considered scenario. The main goal
of the approach in [11] is to build an automatic system which
tries to imitate a professional video editor by choosing auto-
matically which shooting angle and distance should be used
and how long the selected configuration should persists.

Differently than previous approaches, the method pro-
posed in this paper combines several videos from unknown
different devices based on the popularity of the acquired
scenes without any prior knowledge or training stage.

2. PROPOSED SYSTEM
The multiple video streams acquired by the different de-

vices are analysed by using two algorithms: one to segment
the different scenes, transitions and the unstable intervals
within each video (intraflow analysis), and the other one
to perform the grouping of the involved devices over time
by taking into account the visual content of the previously
segmented video streams. The popularity of the obtained
clusters over time is used to produce the final video.

2.1 Intraflow Analysis
During intraflow analysis each video is processed by com-

paring its frames in order to segment the video based on
the visual content. For each frame selected by sampling the
video, we extract keypoints using the well-known SIFT algo-
rithm [9]. The set of SIFT features extracted from a frame
are used as a template for the acquired scene. In our ex-
periments we excluded the SIFT extracted near the border
of the considered frames to make more robust the feature
matching among frames. The intraflow analysis consists in
the comparison of templates extracted from different frames
of a video to split it in blocks by taking into account the
visual content. During this process the system keeps a ref-
erence template regarding the last known scene (i.e., the
last stable set of SIFT features extracted from the last de-
tected scene) and compares this template with respect to
the features extracted from the current frame under analy-

sis. When a sensible variation of features is observed (i.e.,
low matching score), the algorithm refreshes the reference
template and splits the video producing a new segment.

Given a frame, the number of matchings between its SIFT
keypoints and the once of the reference template is consid-
ered as a similarity index between the involved scenes. To
make the matching more reliable, we excluded the matchings
where the keypoints are too far in terms of spatial coordinate
by assuming smooth transition between frames (we used a
threshold distance of 100 pixels for images with resolution
1280 × 720 or 1920 × 1080). In order to detect the sud-
den changes of the number of matchings we defined a slope
function which is computed on a frame at time T as follows:

slope(T ) =
h

w
=
l sin θ

l sin θ
= tan θ (1)

This function represents the variation of the number of
matchings h in a range interval w centered in a frame at
time T . This value is related to the tangent of an angle θ
which is proportional to the gradient of the matching curve.
The algorithm asks for a new template (i.e., set of SIFT fea-
tures) when the slope function has a peak greater than 10
(i.e., θ= 85°). In order to define only reliable templates the
algorithm checks if the computed template is stable for at
least 2 seconds (i.e., the number of matchings do not change
too much). When a new stable template is defined, the al-
gorithm compares it with respect to the past templates in
order to understand if it regards a new scene or it is re-
lated to a known previously observed scene. This backward
checking is done starting from the last found template. Two
different templates of the same scene could be rather dif-
ferent due to the elapsed time between them. During this
step, to check if two templates describe the same scene we
use a geometric verification to exclude the spatial matchings
with distance higher than one-third of the height of the im-
age. Two templates are assigned to the same scene if the
percentage of the matchings after the geometric verification
is greater than 50% of the original matchings. Each refer-
ence template is assigned to a scene ID and all the video
frames which achieve a robust match with a reference tem-
plate are classified as of that scene. All the frames between
the instant when a new scene template have to be upgraded
by the system and the instant when that template is finally
upgraded are classified as a transition interval.

Figure 2 shows an example of the result of the intraflow
analysis applied on four input videos as a coloured chrono-
gram: each scene is identified by a colour (red, blue and
green in the figure), whereas the transition intervals and the
unstable frames (e.g., shaking frames) are identified by black
colour. The intraflow analysis allows an automatic segmen-
tation of each video in several intervals depending on the
visual content. It is also useful to correctly locate the tran-
sition intervals.

2.2 Interflow Analysis
Given two images acquired with different devices it is very

challenging to understand if they are related to the same
scene using only visual information [3, 4]. In our case, given
frames of different videos which have been segmented as de-
scribed in Section 2.1 we want to understand which of the
different devices are looking at the same scene over time.
The most popular scene over time is then used to produce
the final video. In the interflow analysis we defined a frame
descriptor based on a weighted colour histogram. In order
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Figure 2: Output of the intraflow analysis.

Figure 3: Clustering result applied on four devices. A vertical red line indicates when a clustering block is performed

over time, this happens when one of the devices change his subject (e.g. in corrispondence of a intraflow change in

Figure 2) or at most every 2 seconds.

to address the device invariance issue, we first apply the
histogram equalization described in [5]. This method con-
sists on the application of an histogram equalization to each
RGB channel to reduce the variability introduced by the
IGPs related to the different devices. After the equalization
we compute a weighted colour histogram by quantizing the
color space (8 color for each channel). The weights are ob-
tained by using a gradient map as suggested in [2]. The gra-
dient map highlights the structures of the objects involved
in the scene making more robust the color-based descriptor.
To compare histograms we use the same distance employed
in [2]:

d(hDa , hDb
) =

∑∑(
hDa − hDb

)2∑
(hDa )2

(2)

where hDa and hDb are the weighted histograms related
to the two frames of two different devices Da and Db.

To cluster the devices accordingly to visual content at
every instance of time, we first segment all the videos ex-
ploiting the intraflow analysis (Section 2.1), and then we
use the weighted color histogram representation to compare
the obtained video segments (Figure 3). Through the in-
traflow analysis we obtain the scene ID and a set of SIFT
features used as scene template for each frame of the dif-
ferent videos. At each instant T , the set of frames of the
different devices are clustered by taking into account the
corresponding weighted histogram representation. The dif-
ferent scenes are considered as a complete graph where each
node is a device and the arches are labelled with the interflow
measure between the scenes taken by the devices (Equation
2). The interflow measures are used to establish similarity
during the clustering of the devices. The final video pro-
duced as output by the proposed approach is obtained by
considering the most popular cluster (i.e., the once with the
highest number of devices). Specifically, for the output at
each instant T we consider the video belonging to the most
popular cluster which is closest to the cluster centroid (i.e.,
average among all histograms). The pseudocode to cluster

Algorithm 1 Devices’ clustering

1: procedure
2: Choose an unclustered device D.
3: Insert D in a new cluster Cd.
4: for each device B 6= D do
5: if d(hD,hB)<1 then
6: if B is unclustered then
7: Insert B in the cluster Cd.
8: else
9: Find the cluster containing B.

10: Compare B with the elements
11: of the two contending clusters.
12: Insert B in the closer cluster.
13: if all devices are clustered then
14: End procedure.
15: else
16: Return to 2.

the devices at each instant of time is reported in Algorithm 1.

3. EXPERIMENTAL RESULTS
To demonstrate the effectiveness of the proposed system

we have performed experiments on a new benchmark dataset
available at the URL http://iplab.dmi.unict.it/recfusion. The
considered dataset includes different scenarios acquired with
multiple devices of different models:

• Foosball - In this scenario each device takes a view of a
Foosball room switching among three different regions of
interest. This scenario is useful to highlights the behaviour
of the system when the popularity of a scene leaves a subject
advocating a new one.

• Meeting - There were four people sitting around a table.
Each person records one of the participants using a mobile
device (smartphone or tablet). One more device is placed
in order to look constantly to a subject. We tested this sce-
nario varying the number of the devices (2, 4 or 5 devices).

• SAgata - This set of videos have been taken in a real sce-
nario during a folkloristic event (Saint Agata in Catania).
Seven people recorded the event while the main subject (the
Agata’s statue) was carried along the city’s streets.
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Figure 4: Output video example. On the left and right

the input videos, the final output at the center.

The aforementioned scenarios include challenging scenes with
crowd, large perspective variation, occlusion, periods of tilt
and shaking, etc. We have also tested the proposed approach
on the benchmark dataset proposed in [8].

For testing purposes each video has been manually seg-
mented. For each instant of time we known the exact num-
ber of clusters and the most popular scene. To evaluate the
performances of the proposed method on each scenario we
computed two measures obtained from the following scores
calculated on each clustering over time:
• P r: ground truth popularity score (number of cameras

looking at the most popular scene) obtained from manual
labelling;

• P a: popularity score computed by our method (number of
the elements in the popular cluster);

• P g: number of correct videos in the popular cluster com-
puted by our method.

From the above scores, we computed the weighted mean
of the ratios Pa/Pr and Pg/Pr over all the segmented blocks
of a video, where the weights are given by the length of the
blocks (i.e., the number of frames). When Pa/Pr is close to
1, the popularity score computed by our method is similar to
the ground truth popularity. When this number is greater
than 1 it means that the most popular cluster obtained with
our approach is affected by outliers, whereas when this num-
ber is less than 1 it means that our method missed some
element of the ground truth popular cluster. Since Pa/Pr

deal just with the number of video in the popular cluster,
it is useful to look also at the ratio Pg/Pr. Indeed, Pg/Pr

assesses the visual content of the videos in the popular clus-
ter (i.e., true positive). This score have to be close to 1 to
indicate accuracy in the popular cluster computed by our
method.

Table 1 shows the obtained results. The first five rows are
related to the scenarios of the proposed dataset, whereas the
last three rows are related to the dataset proposed in [8].
The results show the effectiveness of our approach. Diffi-
culties appear when some video regarding the most popular
subject are taken with a quite different scale factors. This
can be noted comparing the third and the fourth row in Ta-
ble 1. In the meeting scenario (5 devices of different models)
there is a huge difference in the scale of the acquired sub-
jects in the scene. In the videos proposed in [8] the camera
is constantly moving due to the shake induced by the nat-
ural head motion of the wearer. Despite we achieve good
performances on wearable egocentric videos, we believe that
there is still space for further improvements in such a video
category (e.g., by filtering out the head motion).

In order to better asses the results obtained by the pro-
posed system, the reader can perform a visual inspection of
the videos produced by our approach at the following URL:
http://iplab.dmi.unict.it/recfusion.

Table 1: Experimental Results
Scenario Devices Models Pa/Pr Pg/Pr

Foosball 4 2 1.02 1
Meeting 2 2 1.01 0.99
Meeting 4 4 0.99 0.95
Meeting 5 5 0.89 0.76
SAgata 7 6 1.05 1

Concert [8] 3 1 1.06 1
Lecture [8] 3 1 1.05 0.86
Seminar [8] 3 1 0.62 0.62

4. CONCLUSIONS
This work proposed an automatic video curation method

driven by the popularity of the scenes acquired by multi-
ple devices. Although some errors could occur during the
clustering of the devices, the system rarely chooses outlier
video frames as the output for the proposed dataset. When
the algorithm works with a few number of input video these
errors could affect the popularity of the clusters. However,
if the number of the devices increases, then the effect of the
clustering errors is reduced.
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