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#### Abstract

Aligning short reads produced by high throughput sequencing equipments onto a reference genome is the fundamental step of sequence analysis. Since the sequencing machinery generates massive volumes of data, it is becoming more and more vital to keep those data compressed also. In this study we present the initial results of an on-going research project, which aims to combine the alignment and compression of short reads with a novel preprocessing technique based on shortest unique substring identifiers. We observe that clustering the short reads according to the set of unique identifiers they provide us an opportunity to combine compression and alignment. Thus, we propose an alternative path in high-throughput sequence analysis pipeline, where instead of applying an immediate whole alignment, a preprocessing that clusters the reads according to the set of shortest unique substring identifiers extracted from the reference genome is to be performed first. We also present an analysis of the short unique substrings identifiers on the human reference genome and examine how labeling each short read with those identifiers helps in alignment and compression.


## 1 Introduction

Mapping short reads onto the reference genome is the fundamental initial step in the analysis of high-throughput sequencing data, where a large number of alignment software packages have been developed in the last decade [7]. In this paper we observe that clustering the short reads according to a set of unique identifiers of the reference genome they include provide an opportunity to improve both alignment and compression of short reads. To the best of our knowledge this is the first time this approach is used for the analysis of biological sequences.

The general approach to achieve alignment fast in small memory footprint has appeared to be indexing the reference genome, and then seeking the occurrences of short reads one-by-one by using that index. It is not always possible to

[^0]exactly align each read since sequencing errors as well as differences between the sequenced individual and the reference are unavoidable. Thus, while mapping the reads, error-tolerant approximate matches should be considered. However, although there has been many efficient text indexing schemes for searching exact occurrences of the patterns, matching with symbol insertions, deletions, and mismatches is still an active research area.

Most of the aligners run with some parameters limiting the maximum number of mismatches/insertions/deletions allowed to occur while mapping a short read, and thus, especially large insertions or deletions are not easy to detect. With the ever increasing length of the short reads due to the technological advance of sequencing platforms, these limitations tend to become more severe. Underlining this fact, more recent aligners $[10,1,12]$ as well as the new versions of the previous alignment packages $[15,14]$ prefer to use $\mathrm{k}-$ mers of the short reads to roughly detect the mapping position on the reference genome, and then deploy a SmithWaterman [18] style dynamic programming to achieve the task. In other words, instead of searching the whole read, the occurrences of k -mers extracted from the short read are scanned on the reference genome. When enough number of k -mers jointly points to a unique location, the Smith-Waterman algorithm is applied on the detected short region.

The point that is open for improvement in that approach is the optimization of the $k$ value. The number of candidate regions increase with the short $k$ values, and then it becomes difficult to decide on the correct region. Similarly, when $k$ is set to a large value, sequencing errors or mutations are more likely to effect the performance, which is contrary to the basic idea behind the approach.

Also sequencing technology is developing very fast that most recent highthroughput equipments produce hundredths of millions short reads at each run. While the accuracy of reading as well as the speed improves, the cost of sequencing decreases rapidly. Thus, each day it is becoming more and more feasible to design larger experiments, which results increased rate of data growth. The data flood will be worse when people begin using sequencing not only for research purposes, but for regular tests and diagnosis in practice. The ever increasing size of the data generated with high-throughput sequencing technologies requires to develop special methods to tackle with the problems of the huge genomic data sets [2]. In that sense, compressing fastq files has been one of the most active research topics during the last few years [6], and many solutions have been proposed to represent those files as small as possible in size $[5,8,4,11,3]$. However, the real challenge in fastq compression is more than the efficient archival of data.

In their compressive genomics definition, Loh et al. [16] stated "algorithms that compute directly on compressed genomic data allow analyses to keep pace with data generation". The compression aiming to provide support for operations directly on compressed data should provide some capabilities such as efficient random access to any short-read in the original fastq file as well as retrieving/extracting the reads mapped to a specific region of interest on the genome. The recent survey by Giancarlo et al. [9] lists the capabilities of the compressors in the genomic area in that sense.

## The Idea and Our Contribution

A unique substring of the reference genome is a substring which is repeated only once in the whole sequence. In this paper we start by the observation that if a unique substring of the reference genome appears in a short read, then this short read can be mapped directly to the unique location of that substring identifier on the reference genome. This approach allows us to avoid to investigate any other k -mers since the detected substring is unique on the reference, and thus points to its location unambiguously.

Moreover we observe that clustering the short reads according to a set of unique identifiers they include provide us an opportunity to combine compression and alignment. Thus, conforming to compressive genomics approach, we present an alternative path in high-throughput sequence analysis pipeline, where instead of applying an immediate whole alignment, a preprocessing that clusters the reads according to the set of shortest unique substrings identifiers extracted from the reference genome is performed first. At the end of this preprocessing operation each read is assigned to a substring identifier. That binding represents a rough alignment as we know the position of the unique substring on the reference, and therefore, the rough position of the read. Once each read is associated with its unique substring identifier, the user may use this information both for the alignment and compression, and even combining these two operations.

For the alignment, assume the user has a specific region of the interest on the genome, and wants to see the reads sequenced from this section. One simply selects the shortest unique substring identifiers of that region from the previously prepared dictionary, and retrieves the reads labelled with these substring identifiers. The labels of the reads tell the rough position of the read, and a Smith-Waterman type alignment may be called on the fly for full alignment information.

For the compression task, the user may create the buckets which represents regions on the genome. These buckets store the short reads which include the unique substrings identifiers of the selected region, and can be compressed efficiently due to their high redundancy originating from the fact that they all repeat the information from the same region.

A unified or combined approach would be first to create the buckets and keep them compressed, and then, answer the alignment queries by extracting and generating the full alignment information of the reads from the related buckets.

## Organization of the Paper

The paper is organized as follows. In Section 2 we briefly describe the process we used for identifying the set of the shortest unique substrings from the human genome and we analyze and describe in Section 3 the set extracted substrings. In Section 4 we describe our dictionary matching algorithm for mapping the set of short reads in their positions in the human genome. Finally we present our results in Section 5 and draw our conclusions in Section 6.

Fig. 1. Illustration of the short reads matching with the sus identifier $T[a \ldots b]$ assuming a constant read length $d$.

## 2 Shortest Unique Substring Identifiers of the Genome

Shortest Unique Substring (SUS) finding [17] has received significant attention very recently, and efficient methods have been developed to solve the problem $[19,13]$. Each position on a text has a corresponding sus for sure, where there might be more than one sus for some positions. Interested readers may refer to the regarding publications for the proofs and more detailed discussions.

Formally we have the following definition.
Definition 1 (Shortest Unique Substring). Given a text $T[1, n]$ of length $n$, the shortest unique substring covering the specific location $i$, for any $1 \leq i \leq n$, is the shortest string of length $\ell, T[a \ldots a+\ell-1]$, such that $1 \leq a \leq i \leq a+\ell-1 \leq n$ and $T[a \ldots a+\ell-1] \neq T[b \ldots b+\ell-1]$, for each $1 \leq b \leq n-\ell+1$.

The most obvious usage of sus detection appears in displaying the results of a string search on a target text. Assume we are searching the occurrences of a keyword that appears more than once in the given text. Thus, while displaying the results, it is helpful to display a bit of the context including the detected position of the occurrence. In such a scenario, the length of the to-be-displayed context may be tuned according to the sus of that position, which uniquely informs about the position of appearance.

In this study, we introduce a novel preprocessing based on the SUS signatures extracted from the reference genome that would help in sensitive read mapping and compression. To this purpose we extract the sus identifiers from the reference genome, and build a sus dictionary, where each substring is stored with the position of its occurrence on the reference. Notice that this is an operation that will be done on a target reference just once.

Fig. 1 illustrates how sus identifiers can be used in the alignment process. Assume that $T[a \ldots b]$ is such a sus and $d$ represents the short read length. The reads that include $T[a \ldots b]$ are shown in the figure. If we do not let any insertions or deletion during the mapping, the leftmost appropriate read including this sus should map to $T[b-d+1 \ldots b]$, and similarly the rightmost one to $T[a \ldots a+d-1]$.

The good thing is that once we caught the sus in the read, we have the flexibility to allow larger error thresholds, since we know exactly the address of

Fig. 2. A short read generally includes more than one sus.
the short read matching with the sus. Thus, to let insertion and deletions, the region might be extended a bit further to the right and left, and then, the short reads may be aligned to that extended region via a cache-oblivious dynamic programming as performed in [10, 12].

Careful readers will quickly realize that in this scenario the length of the sus identifier should be less than or equal to read length $d$. In addition to that, we seek an exact match between the sus and short reads. Surely, we know that the possibility of a mismatch becomes more significant as the length of the sus increases. Hence, long sus identifiers are not supposed to help much, and we neglect in the sus dictionary the ones that are longer than a predefined threshold $\lambda$ during the operation. For instance, we may assume that threshold to be around $\lambda=30$, where in practice the read length is around 100 bases long.

Fortunately, a short read includes generally more than one sus identifier as shown in Fig.2, where the sample read and the sus candidates are marked bold. This becomes useful as we may still expect to have appropriate length sus candidates, when we exclude the long sus from the dictionary. Having more than one candidate helps in case of errors also, since an exact match of the short read at least with one of the SUS is enough to map it appropriately. For example in the Fig.2, the read can be located on the reference once one of the four possible sus occur in it without an error.

Below we give the formal definition of the sus set of a region.
Definition 2 (Shortest Unique Substring Set of a Region). Assume a region of interest $T[i \ldots j]$ on the reference genome $T[1 \ldots n]$ is specified and the constant length of the short reads is $d$. The SUS set of the specified region is the list of the SUS strings from the SUS dictionary, whose beginning positions on the reference genome are between $i-d+1$ and $j+d-1$.

With the concern of aligning all the reads corresponding to an arbitrary region of interest $T[i \ldots j]$, we seek the leftmost and rightmost sus identifiers that are helpful to construct the region. With the term helpful, we mean there exists a chance that a short read including this sus may cover at least one base from the target region. This is depicted in Fig. 2 as when the selected leftmost (rightmost) SUS appears leftmost (rightmost) on a short read, that short read may cover the position $t_{i}\left(t_{j}\right)$.

## 3 SUS Analysis of the Human Reference Genome

In this section we analyze the sus identifiers we extracted from human reference genome GRCh38 ${ }^{1}$.

Under the commonly used IUPAC system, bases are represented by the first letters of their chemical names: G (for Guanine), c (for Cytosine), A (for Adenine), and T (for Thymine). However degenerate base symbols in biochemistry include also eleven ambiguity characters associated with every possible combination of the four DNA bases. Among them the symbol N is used to identify a no-idea base, i.e. a jolly character.

During our analysis we concatenated all chromosomes of the genome into a single string and changed everything other than A, C, G, T, N to N, and replaced consecutive repeating Ns with a single N letter. Considering the DNA sequencing technology, where short reads may originate from both the forward and reverse strands of the DNA, we appended the reverse complement of this string to its end, and thus, the resulting whole human genome is of length $5875280183 \approx 5.87$ billions bases.

For each position on this string, we have detected the corresponding sus with the method of [13]. The operation took roughly 75 minutes on a machine with 256 GB memory and Intel Core 2 Quad processor running Linux Centos 6.2.

There may be more than one sus (with the same length) for a position. We break the tie by choosing the leftmost one in such a case. Moreover one sus may be shared by consecutive positions on the target string, and thus, we counted the number of distinct sus in the sus database of the whole genome. We found that $1924177251 \approx 1.92$ billion of the 5.87 billion items in the sus database are unique when both the forward and reverse strands are taken into account.

Since long sus identifiers are not useful in our strategy, we excluded the ones that are longer than a threshold value, which we set as 30 in our study (the longest sus detected is nearly 1.2 million bases long). In addition, some of the sus identifiers are either right or left extensions of neighbouring shorter ones. For instance assume a sus is $T[a \ldots b]$, and while searching for the sus covering position $b+1$, it might be the case that $T[a \ldots b+1]$ may be returned as the sus of that position by the algorithm. We also get rid of such extension patterns, and create our final sus dictionary composed of $963836205 \approx 1$ billion sus identifiers.

A sus has the potential to cover a position if it is in vicinity of $d$ bases to that position. That is because, when that sus appears at the very beginning or end of a short read, then that short read covers all $\lambda$ positions to the right or left as shown in Figure 1. Certainly, it is much better for a position to have the chance of being covered by large number of distinct sus.

For some positions on the human genome it might not be possible to detect a sus identifier longer than the selected threshold 30 bases. If such positions does not have a neighbouring SUS in close vicinity, then the reads originating from this area has the danger of not being caught by any of the sus identifiers

[^1]Fig. 3. The theoretical sus coverage of the human reference genome.
from the dictionary. To measure this problem, we define below the theoretical sus coverage of an individual position.

Definition 3 (Theoretical sus coverage of a position). The leftmost short read possible to cover an inspected position $i$ is $T[i-d+1 \ldots i]$, and the rightmost short read including position $i$ is $T[i \ldots i+d-1]$. Notice that these short reads may be produced from both the forward and reverse strands by the sequencing equipment. Any SUS identifier $T[a \ldots b]$, such that $i-d+1 \leq a \leq b \leq i+d-1$, may appear in those short reads covering the position $i$. Therefore, we define the theoretical SUS coverage of position $i$ as the total number of such sus identifiers on both the forward and reverse strands.

Figure 3 shows the theoretical SuS coverage of the human reference genome. The short reads that include the positions, which have 0 sus coverage, have no chance of being identified by the proposed scheme. We call these reads orphan, and observed that less than $5 \%$ of the genome remains orphan. Those orphan positions are non avoidable due to the repetitive nature of the genome, but they can be handled efficiently by the regular $k$-mer approaches.

## 4 Sus Dictionary Matching

In this section we describe the algorithm we used to match the sus collected in the dictionary against the set of short reads. Before entering into details we observe that an important property of the sus dictionary is that none of the item appears as a substring of another item. This property is formally stated by the following lemma.

Lemma 1. Let $S=\left\{s_{1}, s_{2}, \ldots s_{m}\right\}$ be the SUS dictionary, where $s_{i}$ is a unique substring of the reference genome $T$. There exists no $s_{i}$ in $S$, which appears as a substring in any other $s_{j}$, with $j \neq i$.

Proof. Assume $s_{i}$ appears in $s_{j}$, where $i \neq j$. We know that $s_{i}$ and $s_{j}$ are unique on the reference genome by definition of sus. We have also deleted from the set the right or left extensions of sus identifiers while creating the dictionary, and thus, $s_{j}$ cannot be a right or left extension of $s_{i}$. Hence, if $s_{i}$ occurs in $s_{j}$, this means $s_{i}$ is not unique, which contradicts the hypothesis.

Based on Lemma 1 we devised an algorithm for fast scanning of the short reads against the sus dictionary. Specifically during the preprocessing phase it builds a data structure in order to index all the sus in the dictionary. Then This index is used to speed up the searching process in the subsequent phase, where the short reads are searched, one by one, for any occurrence of the given sus.

In our algorithm we make use of the longest common prefix of two sequences as define below.

Definition 4 (Longest Common Prefix). Given two strings, $x$ and $y$ over the same alphabet, the longest common prefix array (LCP) between $x$ and $y$, in symbol $\operatorname{lcp}(x, y)$, is the maximal length $\ell$ such that $x[1 \ldots \ell]=y[1 \ldots \ell]$, where $\ell \leq \max (|x|,|y|)$.

For example, if $x=$ ACATAC and $y=\operatorname{ACTTAGC}$ then $l c p(x, y)=2$.
In the following we describe separately the preprocessing and the searching phase of our algorithm.

## The Preprocessing Phase

Let $S$ be the sus dictionary and let $R$ be the set of the short reads as described above. In this section we give a description of the data structure we use for matching the sus against the short reads and briefly describe the preprocessing of the input data.

As described before, the set $S$ of the SUS contains DNA sequences with a length between 12 and 30 bases. We indicate the minimum length of an sus in $S$ with the symbol $m=12$. For each $s_{i} \in S$, let $p_{i}$ be the prefix of length $m$ of $s_{i}$, and let $r_{i}$ be the suffix of $s_{i}$ of length $\left|s_{i}\right|-m$. It is clear that $r_{i}=\varepsilon$ when $s_{i}=m$. In this context we can write $s_{i}=p_{i} \cdot r_{i}$ for each $s_{i} \in S$.

When preprocessing the set $S$ we compute a fingerprint $f\left(s_{i}\right)$ for each $s_{i} \in$ $S$. The fingerprint of an SUS $s_{i}$ is computed by translating its prefix $p_{i}$ in an integer number as $f\left(s_{i}\right)=\sum_{j=0}^{m-1}$ code $\left(p_{i}[j]\right) \times 4^{m-1-j}$, where code : $\{\mathrm{A}, \mathrm{C}, \mathrm{G}, \mathrm{T}\} \rightarrow$ $\{0,1,2,3\}$ is a function which maps each character in an integer number. It is trivial to observe that the prefix of a sus in $S$ is uniquely described by a single fingerprint value. However there are sus which share the same prefix, although they are different. Since the fingerprint value is computed on the prefix of length $m=12$ of each sus we have that $0 \leq f\left(s_{i}\right)<2^{24}$ (where $2^{24}=16.777 .216$ ), for each $s_{i} \in S$.

During the preprocessing phase we construct an index table $B$ of $2^{24}$ locations which is used to index all the sequences of length $m=12$ over an alphabet of 4 elements. Then, for each $s_{i}$ in $S$, we define a bucket, $b\left(s_{i}\right)$, containing useful information about the sUS and insert it in $B$ according to its fingerprint. Thus each
element $B[k]$ of the table is the set of buckets of all the sus which share the same fingerprint $k$. More formally we have $B[k]=\left\{b\left(s_{i}\right): s_{i} \in S\right.$ and $\left.f\left(s_{i}\right)=k\right\}$, for $0 \leq k<2^{24}$. The set $B[k]$ is represented by a linked list where the buckets are lexicographically ordered according to the corresponding Sus. In this context we indicate with $\operatorname{prev}\left(s_{i}\right)$ the SUS which precedes $s_{i}$ in its linked list.

The bucket of each $s_{i}$ in $S$ is a triple $b\left(s_{i}\right)=\left\{i, l c p_{i}, r_{i}\right\}$, where

- $i$ is the index of the sus in the dictionary $S$. Such information is used to locate the sus and its position in the reference genome.
$-l c p_{i}$ is the longest common prefix between $s_{i}$ and $\operatorname{prev}\left(s_{i}\right)$.
$-r_{i}$ is the suffix of $s_{i}$ of length $\left|s_{i}\right|-m$.


## The Searching Phase

During the searching phase we select each short read from the set $R$, one by one, and search it for the occurrence of any sus in the dictionary $S$.

Let $t$ be a short read in $R$ and let $n$ be the length of $t$. During the searching of $t$ we open a substring $w$ of length $m$ over $t$, initially aligned with the left end of $t$ so that $w=t[1 \ldots m]$. We call such a substring the window of $t$. Then the window is slided to the right character by character until it reaches the right end of $t$.

For each alignment of the window $w$ at position $i$ of $t$ (so that $w=t[i \ldots i+$ $m-1]$ ), we check if any sus in $S$ has an occurrence beginning at position $i$ of $t$. If no sus occurs in $t$ at position $i$ the next iteration is started with a new alignment of the window at position $i+1$.

For each iteration, say at position $i$, the algorithm computes the fingerprint $k$ of the window $w=t[i \ldots i+m-1]$. Then it easy to observe that only the sus in the set $B[k]$ can occur at position $i$ of $t$, since they share the same prefix as the window. Thus the algorithm checks the element of the set $B[k]$, one by one, until an occurrence is found or all possible candidates have been checked. The elements of the set $B[k]$ are checked by following a lexicographical order of the correspondent sus.

Let $s_{i_{1}}, s_{i_{2}}, \ldots, s_{i_{n}}$ be the $n$ sus in the set $B[k]$, in lexicographical order. Since we already know that the first $m$ characters of $s_{i_{1}}$ are equal to $t[i \ldots i+m-1]$, the algorithm scans the characters of the read $t$ starting from position $i+m$ and comparing them with the corresponding characters in $s_{i_{1}}$, until the whole SUS is scanned or a mismatch is encountered. In the first case an occurrence is reported and the algorithm stops searching the read $t$. In the second case the algorithms discards $s_{i_{1}}$ and continue comparing $t$ with the next sus $s_{i_{2}}$.

Suppose that the algorithm scanned $j$ characters of $s_{i_{1}}$, starting from position $i+m$, before finding a mismatch. Thus we have $s_{i_{1}}[m+j-1]=t[i+m+j-1]$ and $s_{i_{1}}[m+j] \neq t[i+m+j]$.

We now recall that the value $l c p_{i_{2}}$ is the maximal length of the shared prefix between $s_{i_{1}}$ and $s_{i_{2}}$. Thus if $l c p_{i_{2}}<m+j$ we know that $s_{i_{2}}$ cannot occur at position $i$ of $t$. Moreover, for the same reason, none of the other SUS in the set
$\left\{s_{i_{2}}, s_{i_{3}}, \ldots, s_{i_{n}}\right\}$ can occur at position $i$ of $t$. Thus in this case the scanning is stopped and a new iteration is started with a new window.

In the other case, if $l c p_{i_{2}} \geq m+j$ the algorithm continues comparing $t$ and $s_{i_{2}}$ starting at position $i+m+j$ of $t$ until the whole SUS is scanned or a mismatch is encountered.

When a new iteration on the new window $w^{\prime}=t[i+1 \ldots i+m]$ is started the algorithm can remember the length of the prefix which has been scanned in the previous iteration. Suppose $j$ is the length of such a prefix, so that $s_{i_{1}}[m+j-1]=$ $t[i+m+j-1]$ and $s_{i_{1}}[m+j] \neq t[i+m+j]$ and suppose $l c p_{i_{2}}<m+j$ so that a new iteration is started. Let $k^{\prime}$ be the new fingerprint value of the window $w^{\prime}$. By Lemma 1 we know that any sus in $B\left[k^{\prime}\right]$, with a length less than $j-1$, can occur at position $i+1$. Thus the algorithm can discard from $B\left[k^{\prime}\right]$ all the sus with a length less than $j-1$.

This process stops when an occurrence of any sus in $S$ is found in $t$ or when the starting position $i$ of the window reaches the value $|t|-m$.

Observe that the computation of the fingerprint of a given window $w^{\prime}=$ $t[i+1 \ldots i+m]$ can be computed in constant time from the fingerprint of the previous window $w=t[i \ldots i+m-1]$ by the following relation

$$
f\left(w^{\prime}\right)=\left(f(w)-\operatorname{code}(t[i]) \times 4^{m-1}\right)+\operatorname{code}(t[i+m])
$$

Thus the computation of all windows along a short read of length $d$ can be done in $\mathcal{O}(d)$ time. However each iteration of the searching process requires $\mathcal{O}(\lambda-m)$ time in the worst case. Thus the worst case time complexity for searching a short read of length $d$ for any occurrence of the sus in $S$ is $\mathcal{O}((\lambda-m) d)$.

Despite its quadratic worst case time complexity it turns out from our experimental evaluation that the average number of text characters inspection during the search is less than ?????. Thus we can state that our dictionary matching algorithm shows on average a linear behavior.

## 5 Results

We have implemented the SUS pattern matching algorithm and applied on the short reads of the whole human genome $N A 18507$ which was sequenced with Illumina HiSeq2500. The machine we have conducted this matching had $32 G B$ of memory, LinuxMint 17 operating system. Table 1 summarizes what percent of the short reads could be identified with how many SUS signatures. For instance, $3.74 \%$ of the short reads include 1 to 5 distinct SUS signatures, and $\approx 50 \%$ have at least 30 and at most 50 distinct SUS identifiers. Remember that maximum SUS length was set to 30 bases, and the read lengths in this experiment was 101 bases per short read. When one of the two pairs in a pair-end tuple is identified with an SUS, we assume we can successfully align both pairs since we know that they are in a certain distance. Considering this fact, we have observed that, of the 4 million pair-end reads it is possible to identify $\approx 96$ percent directly. This means those reads uniquely map to the area pointed by the SUS identifier they include. For the rest, it is necessary to run the regular $k$-mer approach to decide where they can map to.

|  | \% of short-reads identified by X SUS signatures |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| unidentified | 1-5 | 6-10 | 11-20 | 21-30 | 31-50 | 71-100 |
| 3.19 | 3.74 | 3.42 | 11.16 | 28.23 | 49.73 | 0.53 |

Table 1. Percentages of the short reads including SUS identifiers on the first 4 million of the pair-end sequences of the NA18507.

## 6 Conclusions and Future Works

We have introduced clustering of the short reads according to the SUS signatures extracted from the target species' reference genome. This clustering is supposed to help in two directions so as to improve the compression and alignment. Reordering the reads in the fastq file so that the ones having neighboring SUS signatures are kept close would keep the related items in the same bucket, and hence, better compression might be available. For the alignment, once an SUS is detected inside a short read, its position can be uniquely identified on the reference genome, and thus, more sensitive alignment might be possible with running the SW algorithm with a gretaer insertion-deletion flexibility. The proposed pipeline is shown in Figure 6. Within this study we have build the SUS dictionary for the human reference genome and developed an efficient SUS matching algorithm.

Fig. 4. Proposed sequence analysis pipeline.

Next steps of the project will be building the actual alignment and compression blocks and benchmarking each against the current state-of-the-art solutions. Surely, decreasing the computational resource requirement at each step will be an important point, while it is not very much considered at this early proof-of-concept study.
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