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Abstract. We consider a Hammerstein integral equation and we prove 
that it has at least a solution in a suitable subset of L1[O,l] under 
quite general assumptions. This result has natural extensions to the 
case of L~[o,~] and to the case of finite dimensional spaces. At the 
end, another result about existence of integrable solutions is 
presented, too. 
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One of the most investigated integral equations in nonlinear func- 

tional analysis is the Hammerstein equation 

1 

(1) x(t)-dt)+ k(t.s)f(s.x(s))ds t~[o,l]. 
0 

It has been studied in several papers and monographs ( [I] , [ 21 , 

[3], (41 ,  [a], [9], [12]), and existence results have been obtained 

under several different groups of hypotheses; most of these results 

requires rather strong assumptions like coercivity, monotonicity, dif- 

ferentiability on k and f. 

A quite general result has been obtained recently in [3]; the 

author of [3] was however forced, by the technique he used, to consider 

some monotonicity assumptions on cp and k. In this short note we are 

able to dispense with these hypotheses. Our proof makes use of the 

Schauder fixed point Theorem as in [3], but we look-for a solution in 

a different subset of L1[O,l] and this allows us to avoid the rnonotoni- 

city hypotheses considered in [3]; we however need to suppose that k is 

nonnegative, whereas in [3] k is allowed to assume values in R. It is 

easy to see that our proof again works if one assumes "k:[O,l]x[O,l]+R 

and the operator K is regular" (see [12] for this definition); we 

leave to the reader the proof of this fact. 

(I' Work performed under the auspices of G.N.A.F.A. of C.N.R. and par- 

tially supported by M.U.R.S.T. of Italy (60%;1987) 
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GIOVANNI EMMANUELE 

Throughout, we shall assume the following four hypotheses 

(hl) @L~[O.~I 

(h2) f: [O,l]xR+R w2i&3~ C- hypathedea, i . e .  f La mea4una- 

Upith J-Leqld ta t€[0,1], can, aee x€R, and cantinuaua Upith 

Jwqled ta x€R, aemabt aee t€[O,l], and numeasm them? & 

~EL'[o,I~ and b20 U.UA that 

If(t,x) I<a(t)+blxl eon a.a. t~[O,l] and all XER 

maps L1[O,l] into itself continuously (see [7] where actually is proved 

that (h ) is both a necessary and sufficient condition) and that under 
2 

(h,) the linear operator K maps ~'[0,1] into itself continuously 

([12]). Let [K! denote the operator norm of K. We shall also assume 

(h4) b p l p .  

Before presenting our result we need to recall two well known re- 

sults about measurable functions 

LUSIN THEOREM ( [ 5 ] ) .  cp:[O,l]-+R &.e a m e m x n d k  & l d u V ~ .  gar( 

any E>O fhcrla, La a c!abed &bed At L# [O,l], m(~:)<c, MLCh that cp 

~athicted ta A iaCOnfimmu&. 
C 

SCORZA DUGONI THEOREM ([Ill). red k:[O,l]x[O,l]-+R &.e a &nction 

The 1r;ain result will make use of the following Lemma 

LEMMA. Y e t  u6 a b ~ u n e  (hl) ,(h2),(h3),(h4). T h  i hme  auhh a 

unique, a . e .  n a n w ,  &ndim xo, X~EL'[O,~]. auchW 
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SOLUTIONS OF HAMMERSTEIN EQUATIONS 

Proof. Let us put B;~xEL'[o,~], Ilxlsr) where r ( 1 - b )  with 

$(*)-lp(*) l+fi(* ,s)a(s)ds. We consider the operator A:L1[O,l]--, 
4~ 

-+L1[0,1] defined by 

and we show, first , that A(Br)cBr. Indeed, for XEB we have 
r 

If we consider B>(x: xEBr, x(t)20 a.e.) we clearly have that 

A(B+)cBt. Furthermore, Bt is a closed subset of ~'[0,1] and so it is a 
r r  

complete metric space. We shall prove that A is a contraction and so 

our thesis will follow. Let xl ,x EB+. We have 
2 r 

where b ~ ~ ~ ~ ~ < l  thanks to (h ) .  We are done. 
4 

Proof. Let x be the function verifying (2) in the Lemma. First of 
0 

all, assume x - B  . In this case, we have, for 
0 1 

1 
L l0,ll 

y(t)-(t)+f k(t,s)f (~.x~(s))~s. t~[O.ll 
0 
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GIOVANNI EMMANUELE 

and so y(t)-0. This means that xo-0 , solves our equation (1). 
L [0.11 

Now, we assume x 4 and we consider the following subset of 
0 1 

L 10,11 

1 
It is clear that Q is nonempty, bounded, closed and convex in L [0,1]. 

1 1 
Define an operator H:L [0,1]-+L [0,1] by putting 

1 

Hx(t)-v(t)+ 1 k(t,s)f(s ,x(s))ds . 
0 

By virtue of our assumptions H is continuous. We shall prove that i) 

H(Q)cQ, ii) H(Q) is relatively compact, so that we are allowed to use 

Schauder fixed point Theorem to conclude our proof. We start by proving 

i). Let xQ and majorize Hx as follows 

by virtue of the Lemma. Now, we show ii) Given n€N, Lusin Theorem and 

Scorza-Dragoni Theorem alike allow us to find a closed set A c[O,l], 
n 

1 m(~')< - such that cp 
n klAnX[O.il 

are uniformly continuous. Now, 
n 

let (y ) be a sequence in Q; for t', t"EA we get 
k n 
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SOLUTIONS OF HAMMERSTEIN EQUATIONS 281 

This means that the sequence (Hy ) is a sequence of equicontinuous 
k 

functions on A , by virtue of the uniform continuity of cp on A and k 
n n 

on Anx[O, 11 ; being the same sequence equibounded on An(easy) , we can 

use Ascoli-ArzelA Theorem ([6]) to prove that (Hyk) is a relatively 

compact subset of C'(A ) ; and this can be done for each ndN. We can 

conclude that there is a suitable subsequence (y ) of (y ) such that 
0 

k(h) k 

(HY~(~)) is a Cauchy sequence in each C (A ) , n a .  Now, given o>O, let 
u p>O be such that m(A)<p implies xo(s)ds< - . Choose A d d  so that 4 

m(~')<p and calculate as follows 
n 

n 

Since for h', h" sufficiently large the last norm can br made 

smaller than 4 / 2 ,  we obtain the folloving limit relation 

that concludes the proof. We are done. 

Remark 1. With the same proof we can prove the following result 

valid in the case of L~[o,~], l<p<.;. 

THEOREM 1 (case of L'[o,~], l<p<m). Let tha &I&UWUJ hypa~~eoea ~e 

&ed 
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GIOVANNI EMMANUELE 

Remark 2 .  The proof of our Theorem 1 can be even adapted to the 

case of arbitrary finite dimensional Banch spaces. So we have the fol- 

lowing result. 

(h3) k: 1x1 -+ L(R',R") (udwae L(R',R") dena la  the 6paceo t$ a@ 

tinam, bxmdai apemhw R' intO R") wni&m &am- 

theadany hyaatheaeb, iA  0 u r ~ t h a t U e ~ a t a r t  

map4 L1(1,RP) inta L'(I,R") ca&mmdq and rnamxmeh 

/k(*,*)l]: 1x1 -3 R+ w d & a  (h3) acr in the T ~ W L W L  1 
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SOLUTIONS OF HAMMERSTEIN EQUATIONS 283 

We have just to observe that the only essential change is the follo- 

wing: instead of Scorza Dragoni Theorem we have to use its generaliza- 

tion due to Ricceri and Villani (see [lo]). 

As remarked at the beginning, in Theorem 1 we were forced to assume 

k(t,s)rO for a.a.t, s€[0,1]. In the following result we eliminate this 

requirement, but only after considering stronger assumptions concerning 

9, k, f; this because we look-for solutions of (1) in a different kind 

of subsets of L1[O,l]. 

LP[O,l] inta itaey. 

Then the equatian (1) ha6 a oaLLLtian in L'[o,~] 

Proof. Let us consider the following subset Q of L1[O,l] 

where r - ( p + ~ p a p ) / ( l - b ~ p ) .  Q is convex and weakly compact in 

LP[O,l] and so it is bounded, closed, convex and uniformly integrable 

in L1[01] (i.e. l f ~ ~  3 6  IAIx(t)ldf=O). We consider the operator H 

we defined in Theorem 1. H maps LP[0,1] into itself coni;inuously and 

L1[O,l] into itself continuously, thanks to our assumptions. For x@, 

we have D
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GIOVANNI EMMANUELE 

and so H(Q)CQ. As in Theorem 1 we can show that H(Q) is relatively com- 
1 

pact in L [0,1] and so an easy application of Schauder fixed point 

Theorem concludes our proof. We are done. 
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