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a b s t r a c t 

Egocentric videos are becoming popular since the possibility to observe the scene flow from the user’s 

point of view (First Person Vision). Among the different applications of egocentric vision is the daily living 

monitoring of a user wearing the camera. We propose a system able to automatically organize egocentric 

videos acquired by the user over different days. Through an unsupervised temporal segmentation, each 

egocentric video is divided in chapters by considering the visual content. The obtained video segments 

related to the different days are hence connected according to the scene context in which the user acts. 

Experiments on a challenging egocentric video dataset demonstrate the effectiveness of the proposed 

approach that outperforms with a good margin the state of the art in accuracy and computational time. 

© 2017 Elsevier Ltd. All rights reserved. 
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. Introduction and motivations 

In the last years there has been a rapid emerging of wearable

evices, including body sensors, smart clothing and wearable cam-

ras. These technologies can have a significant impact on our lives

f the acquired data are considered to assist the users in tasks re-

ated to the monitoring of the quality of life [1–4] . In particular,

gocentric cameras enabled the design and development of useful

ystems that can be organized into three general categories with

espect to the assistive tasks: 

(i) User Aware - systems able to understand what the user is do-

ing and what/how he interact with, by recognizing actions and

behaviours from first person perspective. 

ii) (ii) Environment/Objects Aware - systems able to understand

what objects surround the user, where they are with respect

the user’s perspective and what the environment looks like. 

ii) Target Aware - systems able to understand what others are do-

ing, and how they interact with the user that is wearing the

device. 

The egocentric monitoring of a person’s daily activities can help

o stimulate the memory of users that suffer from memory disor-

ers [5] . Several works on recognition and indexing of daily liv-
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ng activities of patients with dementia have been recently pro-

osed [6–9] . The exploitation of aids for people with memory

roblems is proved to be one of the most effective ways to aid

ehabilitation [10] . Furthermore, the recording and organization of

aily habits performed by a patient can help a doctor to have a

etter opinion with respect to the specific patient’s behaviour and

ence his health needs. To this aim, a set of egocentric videos

ecorded among different days with a camera hold by a patient

an be analysed by experts to monitor the user’s daily living activ-

ties for assistive purposes. The live recording for life logging appli-

ations poses challenges on how to perform automatic index and

ummarization of big personal multimedia data [11] . 

Beside assistive technologies, the segmentation and semantic

rganization of egocentric videos is useful in many application

cenarios where wearable cameras have recently become pop-

lar, including lifelogging [11] , law enforcement [12] and social

ameras [13] . Other applications of egocentric video analysis

re related to action and activity recognition from egocentric

ideos [14–16] , and recognition of interaction-level activities from

ideos in first-person view [17] (e.g., recognition of human-robot

nteractions). For all these applications, the segmentation of daily

gocentric videos into meaningful chapters and the semantic

rganization of such video segments related to different days is

n important first step which adds structure to egocentric videos,

llowing tools for the indexing, browsing and summarization of

gocentric video sets. 

In the last years, several papers have addressed different prob-

ems related to vision tasks from first person perspective. The

ork in [18] proposes a temporal segmentation method of ego-
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1 The video related to the example in Fig. 2 is available for visual inspection at 

the URL http://iplab.dmi.unict.it/dailylivingactivities/homeday.html . 
centric videos with respect to 12 different activities organized hi-

erarchically upon cues based on wearer’s motion (e.g., static, sit-

ting, standing, walking, etc.). A benchmark study considering dif-

ferent wearable devices for context recognition with a rejection

mechanism is presented. The system discussed in [19] aims at seg-

menting unstructured egocentric videos to highlight the presence

of given personal contexts of interest. In [4] the authors perform

a benchmark on the main representations and wearable devices

used for the task of context recognition from egocentric videos. A

method that takes a long input video and returns a set of video

subshots depicting the essential moments is detailed in [20] . The

method proposed in [21] learns the sequences of actions involved

in a set of habitual daily activities to predict the next actions and

generate notifications if there are missing actions in the sequence.

The framework presented in [13] (RECfusion), is able to automat-

ically process multiple video flows from different mobile devices

to understand the most popular scenes for a group of end-users.

The output is a video which represents the most popular scenes

organized over time. 

In this paper, we build on the RECfusion method [13] improving

it for the context of daily living monitoring from egocentric videos.

In RECfusion multiple videos are analysed by using two algorithms:

the former is used to segment the different scenes over time (in-

traflow analysis). The latter is employed to perform the grouping of

the videos related to the involved devices over time. As reported in

the experimental results of [13] , the intraflow analysis of RECfusion

suffers when applied to egocentric videos because they are highly

unstable due to the user’s movements. 

The framework proposed in this paper allows to have better

performances for egocentric videos organization, on both segmen-

tation accuracy and computational costs. The proposed method

takes a set of egocentric videos regarding the daily living of a user

among different days, and performs an unsupervised segmentation

of them. The obtained video segments among different days are

then organized by contents. The video segments of the different

days sharing the same contents are then visualized by exploiting

an interactive web-based user interface. In our framework we use

a unique representation for the frames which is based on CNN fea-

tures [22] (for both intraflow and between flows analysis) instead

of the two different representations based on SIFT and color his-

tograms as proposed in RECfusion. Experiments show that the pro-

posed framework outperforms RECfusion for daily living egocentric

video organization. Moreover, the approach obtains better accuracy

than RECfusion for the popularity estimation task for which REC-

fusion has been designed. 

The rest of the paper is organized as follows. Section 2 presents

the designed framework. Section 3 describes the considered wear-

able dataset. The discussion on the obtained results is reported in

Section 4 . In Section 5 the developed system is compared with re-

spect to RECfusion [13] on mobile videos. Finally Section 6 con-

cludes the paper and gives insights for further works. 

2. Proposed framework 

The proposed framework performs two main steps on the

videos acquired by a wearable camera: temporal segmentation

and segment organization. Fig. 1 shows the scheme of the overall

pipeline related to the our system. 

Starting from a set of egocentric videos recorded among mul-

tiple days ( Fig. 1 (a)), the first step performs an intraflow analysis

of each video to segment it with respect to the different scenes

observed by the user ( Fig. 1 (b)). Each video is then segmented by

employing temporal and visual correlations between frames of the

same video ( Fig. 1 (b): the colour of each block identifies a scene

observed within the same video). Then, the segments obtained

over different days referred to the same contents are grouped by
eans of a between flows analysis which implements an unsuper-

ised clustering procedure aimed to semantically associate video

egments obtained from different videos ( Fig. 1 (c): the colour of

ach block now identifies video segments associated to the same

isual content, observed in different days). The system hence pro-

uces sets of video clips related to each location where the user

erforms daily activities (e.g., the set of the clips over days where

he user washes dishes in the kitchen, the set related to the ac-

ivity of the user of playing piano, and so on). The clips are orga-

ized taking into account both, visual and temporal correlations.

inally, the framework provides a web based interface to enable a

rowsing of the organized videos ( Fig. 1 (d)). In the following sub-

ections the details on the different steps involved into the pipeline

re given. 

.1. Intraflow analysis 

The intraflow analysis performs the unsupervised temporal seg-

entation of each input video, as well as associates a scene ID

o each video segment. Segments with the same content have

o share the same scene ID. This problem has been addressed

n [13] for videos acquired with mobile devices. To better explain

he problem, tn the following we focus our analysis on the issues

elated to the intraflow algorithm detailed in [13] when applied on

rst-person videos. This is useful to introduce the main problems

f a classic feature based matching approach for temporal segmen-

ation in wearable domain. Then we present our solution for the

ntraflow analysis. Furthermore, in Appendix A the pseudocode de-

cribing the proposed intraflow analysis approach is reported. 

.1.1. Issues related to SIFT based templates 

The intraflow analysis used in [13] compares two scenes consid-

ring the number of matchings between a reference template and

he frame under consideration (current frame). The scene template

s a set of SIFT descriptors that must accomplish specific proper-

ies of “reliability”. When the algorithm detects a sudden decrease

n the number of matchings, it refreshes the reference template

xtracting a new set of SIFTs and splits the video. In order to de-

ect such changes, the system computes the value of the slope in

he matching function (i.e., the variation of the number of match-

ngs in a range interval). When the slope is positive and over a

hreshold (which correspond to a sudden decrease of the number

f matchings between the SIFT descriptors) the algorithm finds a

ew template (i.e., a new block). When a new template is defined,

t is compared with the past templates in order to understand if

t regards a new scene or it is related to a known one (backward

earch phase). Although this method works very well with videos

cquired with mobile cameras, it presents some issues when ap-

lied on videos acquired with wearable devices. In such egocentric

ideos, the camera is constantly moving due to the shake induced

y the natural head motion of the wearer. This causes a continuous

efresh of the reference template that is not always matched with

imilar scenes during the backward search. Hence, the method pro-

uces an oversegmentation of the egocentric videos. Furthermore,

t requires to perform several SIFT descriptor extraction and match-

ng operations (including geometric verifications) to exclude false

ositive matchings. This have a negative impact on the realtime

erformances. The first row of Fig. 2 shows the Ground Truth seg-

entation of the video acquired with a wearable camera in an

ome environment. 1 An example of a temporal segmentation ob-

ained with the SIFT based interflow analysis proposed in [13] on

 egocentric video is reported in the second row of Fig. 2 . The

http://iplab.dmi.unict.it/dailylivingactivities/homeday.html
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Fig. 1. Overall scheme of the proposed framework. 

Fig. 2. Output of the intraflow analysis using SIFT and CNN features when applied to the video Home Day 1 . The first row is the Ground Truth of the video. The second row 

shows the result of the intraflow analysis with the method discussed in [13] . The third row shows the result of the intraflow analysis of our method, whereas the last two 

rows show the results of our method with the application of the proposed scene coherence and duration filtering criteria. 
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lgorithm works well when the scene is quite stable (e.g., when

he user is watching a TV program), but it performs several errors

hen the scene is highly unstable due head movements. In fact, in

he middle of the video related to Fig. 2 , the user is washing dishes

t the sink, and he is continuously moving his head. In this exam-

le the intraflow approach based on SIFT features detects a total

f 8 different scenes instead of 3. The algorithm cannot find the

atchings between the current frame and the reference template

ue to two main reasons: 

1. when the video is unstable, even though the scene content

doesn’t change, the matchings between local features are not

reliable and stable along time; 

2. In a closed space such as an indoor environment, the different

objects of the scene can be very close to the viewer. Hence a

small movement of the user’s head is enough to cause an high

number of mismatches between local features. 

.1.2. CNN based image representation 

To deal with the issues described in the previous section, we

xploit an holistic feature to describe the whole image rather than

n approach based on local features. In particular, in the intraflow

nalysis we represent frames by using features extracted with a

onvolutional Neural Network (CNN) [23] . Specifically, we consider

he CNN proposed in [22] ( AlexNet ). In our experiments, we ex-

loit the representation obtained considering the output of the last

idden layer of AlexNet , which consists of a 4096 dimensional fea-

ure vector ( fc7 features). We decided to use AlexNet representa-

ion since it has been successfully used as a general image rep-

esentation for classification purpose in the last few years [24,25] .

oreover, the features extracted by AlexNet have been successfully

sed for transfer learning [26–28] . Finally, AlexNet architecture is a

mall network compared to others (e.g., VGG [29] ). Thus, it allows

o perform the feature extraction very quickly. The proposed solu-

ion computes the similarity between scenes by comparing a pair

f fc7 features with the cosine similarity measure. The cosine sim-

larity of two vectors measures the cosine of the angle between

hem. This measure is independent of the magnitude of the vec-

ors, and is well suited to compare high dimensional sparse vec-

ors, such as the fc7 features. The cosine similarity of the two fc7
eature vectors v 1 and v 2 is computed as following: 

osSimilarity (v 1 , v 2 ) = 

v 1 · v 2 
‖ 

v 1 ‖ ‖ 

v 2 ‖ 

(1)

.1.3. Proposed intraflow analysis 

During the intraflow analysis, the proposed algorithm computes

he cosine similarity between the current reference template and

he fc7 features extracted from the frames following the reference.

hen the algorithm detects a sudden decrease in the cosine sim-

larity, it refreshes the reference template selecting a new fc7 fea-

ure corresponding to a stable frame. As in [13] , to detect such

hanges the system computes the value of the slope (i.e., the vari-

tion of the cosine similarity in a range interval). When the slope

as a positive peak (which correspond to a sudden decrease of the

osine similarity) the algorithm finds a new template and produces

 new video segment. There are two cases in which the intraflow

nalysis compares two templates: 

1. a template is compared with the features extracted from the

forward frames, when the algorithm have to check its eligibility

to be a reference template for the involved scene; 

2. A template is compared with the past templates during the

backward checking phase to establish the scene ID. 

In the first case, the elapsed time between the two compared

rames depends on the sampling rate of the frames (in our exper-

ments, we sampled at every 20 frames for videos recorded at 30

ps). Differently, the frames com pared during the backward check-

ng could be rather different due to the elapsed time between

hem. For this reason, when we compare a new template with a

ast template, we assign the templates to the same scene ID by

sing a weaker condition with respect to the one used in the for-

ard verification. In the forward process, the algorithm assigns the

ame scene ID to the corresponding frames if the cosine similarity

etween their descriptors is higher than a threshold T f (equal to

.60 in our experiments). When the algorithm compares two tem-

lates in the backward process, it assign the same scene to the

orresponding frames if the similarity is higher than a threshold

 b (equal to 0.53 in our experiments). 

Besides the image representation, our intraflow algorithm intro-

uces two additional rules: 
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1. In [13] each video frame is assigned to a scene ID or it is classi-

fied as Noise and hence rejected. Our approach is able to distin-

guish the rejected frame among the ones caused by the move-

ment of the head of the user (Head Noise) and the frames re-

lated to the transition between two scenes in the video (Tran-

sition). When a new template is defined after a group of con-

secutive rejected frames, the frames belonging to the rejected

group are considered as “Transition” if the duration of the block

is longer than 3 s (i.e., head movements are faster than 3 s).

Otherwise they are classified as “Head Noise”. In case of noise,

the algorithm doesn’t assign a new scene ID to the frame that

follows the “Head Noise” video segment because the noise is

related to head movements, but the user is in the same context.

When the user changes its location he changes his position in

the environment. Thus, the transition between different scenes

involves a longer time interval. 

2. The second rule is related to the backward verification.

In [13] it is performed starting from the last found template

and proceeding backward. The search stops when the process

finds the first past template that have a good matching score

with the new template. Such approach is quite appropriate for

the method in [13] because it compares sets of local features

and relies on the number of achieved matchings. The approach

proposed in this paper compares pairs of feature vectors in-

stead of sets of local descriptors, and selects the past template

that yields the best similarity to the new one. In particular, the

method compares the new template with all the previous ones,

considering all the past templates that yields a cosine similarity

greater than T b . From this set of positive cases, the algorithm

selects the one that achieves the maximum similarity, even if it

is not the most recent in the time. 

Considering the example in Fig. 2 , the segmentation results

achieved with the proposed intraflow approach (third row) are

much better than the ones obtained using SIFT features [13] (sec-

ond row). 

After the discussed intraflow analysis a segmentation refine-

ment is performed as detailed in the following subsection. 

2.1.4. Intraflow segmentation refinement 

Starting from the result of the proposed intraflow analysis (see

the third row of Fig. 2 ), we can easily distinguish between “Tran-

sition” and “Noise” blocks among all the rejected frames. A block

of rejected frames is a “Noise” block if both the previous and the

next detected scenes are related to the same visual content, other-

wise it is marked as a “Transition block”. We refer to this criteria

as Scene Coherence . The result of this step on the example consid-

ered in Fig. 2 is shown in the fourth row. When comparing the

segmentation with the Ground Truth (first row), the improvement

with respect to [13] (second row) is evident. Moreover, many er-

rors of the proposed intraflow analysis (third row) are removed.

The second step of the segmentation refinement consists in consid-

ering the blocks related to user activity in a location with a dura-

tion longer than 30 s ( Duration Filtering ), unless they are related to

the same scene of the previous block (i.e., after a period of noise,

the scene is the same as before but it has a limited duration). We

applied this criteria because, in the context of Activities of Daily

Living (ADL), we are interested to detect the activities of a person

in a location that have a significant duration in order to be able to

observe the behavior. This refinement step follows the Scene Coher-

ence one. The final result on the considered example is shown in

the last row of Fig. 2 . Despite some frames are incorrectly rejected

(during scene changes) the proposed pipeline is much more robust

than [13] (compare first, second and fifth rows of Fig. 2 ). This out-

come is quantitatively demonstrated in the experimental section of

this paper on a dataset composed by 13 egocentric videos. 
.2. Between video flows analysis 

When each egocentric video is segmented, the successive chal-

enge is to determine which video segments among the different

ays are related to the same content. Given a segment block b v A 
xtracted from the egocentric video v A , we compare it with re-

pect to all the segment blocks extracted from the other egocentric

ideos v B j . To represent each segment, we consider again the CNN

c7 features extracted from one of the frames of the video segment.

his frame is selected considering the template which achieved the

onger stability time during the intraflow analysis. For each block

 v A , our approach assigns the ID of b v A (obtained during intraflow

nalysis) to all the blocks b v B j 
extracted from the other egocentric

ideos v B j such that 

b v B j = arg max 
b v B j 

∈ v B j 
{ CosSimilarity (b v A , b v B j ) | σ(b v A , v B j ) 

≥ T σ } ∀ v B j (2)

here σ(b v A , v B j ) 
is the standard deviation of the cosine similar-

ty values obtained by considering the segment block b v A and all

he blocks of v B j , and T σ is the decision threshold. This proce-

ure is performed for all the segment blocks b v A of the video v A .

hen all the blocks of v A have been considered, the algorithm

akes into account a video of another day and the matching pro-

ess between video segments of the different days is repeated un-

il all the video segments in the pool are processed. In this way a

cene ID is assigned to all the blocks of all the considered videos.

he pairs of blocks with the same ID are associated to the same

cene, even if they belong to different videos, and all the segments

re connected in a graph with multiple connected components (as

n Fig. 1 (c)). When there is a high variability in the cosine sim-

larity values (i.e., the value of σ(b v A , v B j ) 
is high), the system as-

igns the scene ID to the segment block that achieved the max-

mum similarity. When a block matches with two blocks related

o two different scene IDs, the system assigns the scene ID related

o the block which achieved the highest similarity value. When a

lock isn’t matched, it means that all the similarity values of the

iss-matched blocks are similar. This causes low values of σ and

elps the system to understand that the searched scene ID is not

resent (i.e., scenes with only one instance among all the consid-

red videos). To better explain the proposed approach, the pseu-

ocode related to the above described between video flows analy-

is is reported in Appendix A . 

. Dataset 

To demonstrate the effectiveness of the proposed approach, we

ave considered a set of representative egocentric videos to per-

orm the experiments. The egocentric videos are related to differ-

nt days and have been acquired using a Looxcie LX2 wearable

amera with a resolution of 640 × 480 pixels. The duration of each

ideo is about 10 min. The videos are related to the following sce-

arios: 

• Home Day: a set of four egocentric videos taken in a home

environment. In this scenario, the user performs typical home

activities such as cooking, washing dishes, watching TV, and

playing piano. This set of videos has been borrowed from

the 10contexts dataset proposed in [19] which is available at

the following URL: http://iplab.dmi.unict.it/PersonalLocations/

segmentation/ . 
• Office Day: a set of six egocentric videos taken in a home and

in different office environments. This set of videos concerns

several activities performed during a typical day. Also this set

of videos belongs to the 10contexts dataset [19] . 

http://iplab.dmi.unict.it/PersonalLocations/segmentation/
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Table 1 

Intraflow performances on the considered egocentric video dataset obtained using [13] and the proposed approach. Each 

test is evaluated considering the accuracy of the temporal segmentation (Q), the computation time (Time) and the number 

of the scenes detected by the algorithm (Scenes). The accuracy is measured as the percentage of correctly classified frames 

with respect to the Ground Truth. The measured time includes the feature extraction process. 

Intraflow proposed in [13] Proposed Intraflow Proposed Interflow Approach 

Approach with Segmentation Refinement 

Video Scenario Scenes Q Scenes Time Q Scenes Q Scenes Time 

1 HomeDay1 3 62.5% 8 20’45” 77.5% 4 92.5% 3 1’23”

2 HomeDay2 3 71.6% 3 20’18” 80.3% 4 94.5% 3 1’46”

3 HomeDay3 3 64.3% 5 19’03” 79.7% 5 94.3% 3 1’21”

4 HomeDay4 3 84.4% 3 8’36” 91.8% 3 85.4% 2 36”

5 WorkingDay1 4 95.7% 5 16’16” 98.4% 5 99.5% 4 1’22”

6 WorkingDay2 4 82.5% 5 15’15” 98.9% 5 100% 4 1’08”

7 WorkingDay3 5 98.7% 6 19’02” 99.2% 6 99.4% 5 1’29”

8 OfficeDay1 3 23.0% 5 24’8” 55.3% 19 66.9% 2 2’39”

9 OfficeDay2 2 59.7% 2 10’25” 90.0% 3 98.7% 2 1’26”

10 OfficeDay3 3 57.2% 4 13’28” 83.6% 10 96.3% 3 1’49”

11 OfficeDay4 3 52.0% 4 11’37’ 79.5% 5 84.1% 4 1’41”

12 OfficeDay5 3 70.7% 3 8’35” 86.7% 4 95.9% 3 1’21”

13 OfficeDay6 3 78.8% 3 9’33” 61.5% 5 94.5% 4 1’34”

Average 69.4% 15’9” 83.3% 91.9% 1’31”
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• Working Day: a set of three videos taken in a laboratory envi-

ronment. The activities performed by the user in this scenario

regards reading a book, working in a laboratory, sitting in front

of a computer, etc. 

Each video has been manually segmented to define the blocks

f frames to be detected in the intraflow analysis. Moreover, the

egments have been labeled with the scene ID to build the Ground

ruth for the between video analysis. The Ground Truth is used to

valuate the performances of the proposed framework. The used

gocentric videos, as well as the Ground Truth, are available at the

ollowing URL: http://iplab.dmi.unict.it/dailylivingactivities/ . 

. Experimental results 

In this section we report the temporal segmentation and the

etween flows video analysis results obtained on the considered

ataset. 

.1. Temporal segmentation results 

Table 1 shows the performances of the proposed temporal

egmentation method (see Section 2.1 ). We compared our solu-

ion with respect to the one adopted by RECfusion [13] . For each

ethod we computed the quality of the segmentation as the per-

entage of the correctly classified frames (Q), the number of de-

ected scenes and the computational time. 2 The proposed approach

btains strong improvements (up to over 30%) in segmentation

uality with respect to RECfusion (e.g., results at eight and nine

ows in Table 1 ). Furthermore, the application of the segmenta-

ion refinements provides improvements up to 43% in segmenta-

ion quality (results at row eight in Table 1 ). In the fourth row

f Table 1 (related to the analysis of the video Home Day 4 ),

e can observe that the application of the segmentation refine-

ents causes a decrease in performances. This video is very short

ompared to the other videos of the dataset. It has a duration

f just4’28” and consists of a sequence of three different scenes

piano, sink and TV). The scene blocks are correctly detected by

he proposed intraflow approach, which finds exactly 3 different

cenes and achieves a 91,8% of accuracy without refinement. How-

ver, the middle scene (sink) has a duration of just 22 s accord-

ng to the Ground Truth used in [19] , thus the refinement process
2 The experiments have been performed with Matlab 2015a, running on a 64-bit 

indows 10 OS, on a machine equipped with an Intel i7-3537U CPU and 8GB RAM. 

s  

o  

f  

o  
ejects this block due to the application of the Duration Filtering

riteria. Considering the mean performances (last row in Table 1 )

ur system achieves an improvement of over 14% without segmen-

ation refinements, with over 22% of margin after the segmenta-

ion refinement. The proposed method also reduces the compu-

ational time of more than 21 min in some cases (eighth row in

able 1 ). It has an average computational time saving of about

3 min with respect to the compared approach [13] . The results

f Table 1 show that the application of the Scene Coherence and

he Duration Filtering criteria used in the segmentation refinement

tep ( Section 2.1.4 ) allows to detect the correct number of scenes. 

In sum, considering the qualitative and quantitative results re-

orted respectively in Fig. 2 and Table 1 , the proposed system is

emonstrated to be robust for the temporal segmentation of ego-

entric videos, and it provides high performances with a lower

omputational time with respect to [13] . 

.2. Between flows video analysis results 

In our experiments, all the segments related to the Home Day

nd Working Day scenarios have been correctly connected among

he different days without errors. Fig. 3 shows two timelines re-

ated to the videos of the scenario Working Day , whereas Fig. 4

hows the timelines related to the scenario Home Day . The first

imeline in Figs. 3 and 4 shows the Ground Truth labeling. In the

imeline, the black blocks indicate the transition intervals (to be

ejected). The second timeline shows the result obtained by our

ramework. In this case, the black blocks indicate the frames au-

omatically rejected by the algorithm. In order to better asses the

esults obtained by the proposed system, the reader can perform

 visual inspection of all the results produced by our approach

t the following URL: http://iplab.dmi.unict.it/dailylivingactivities/ .

hrough the web interface the different segments can be explored.

Differently than the Home Day and Working Day scenarios, some

atching error occurred in the between flow analysis of the Of-

ce Day scenario (see Fig. 5 ). Since we are grouping video blocks

y contents, to better evaluate the performance of the proposed

etween flow analysis we considered three quality scores usually

sed in clustering theory. The simplest clustering evaluation mea-

ure is the Purity of the clustering: each cluster of video segments

btained after the between flow analysis is assigned to the most

requent class in the cluster. The Purity measure is hence the mean

f the number of correctly assigned video blocks within the clus-

http://iplab.dmi.unict.it/dailylivingactivities/
http://iplab.dmi.unict.it/dailylivingactivities/
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Fig. 3. The two timelines show the Ground Truth segmentation of egocentric videos related to the Working Day scenario and their organization (top). The inferred segmen- 

tation and organization obtained by the proposed method is reported in the bottom. 

Fig. 4. The two timelines show the Ground Truth segmentation of egocentric videos related to the Home Day scenario and their organization (top). The inferred segmentation 

and organization obtained by the proposed method is reported in the bottom. 

Fig. 5. The two timelines show the Ground Truth segmentation of egocentric videos related to the Office Day scenario and their organization (top). The inferred segmentation 

and organization obtained by the proposed method is reported in the bottom. In this case, the blocks related to the scenes ‘office’, ‘studio’ and ‘laboffice’ are clustered in the 

same cluster (identified by the color red), with the exception of only one ‘laboffice’ block. 
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Table 2 

Between video clustering results. 

Dataset # of Videos Original GT New GT 

Purity RI F 1 F 2 Purity RI F 1 F 2 

WorkingDay 3 1 1 1 1 – – – –

HomeDay 4 1 1 1 1 – – – –

OfficeDay 6 0.68 0.81 0.49 0.57 0.95 0.89 0.80 0.75 

Office + Home 10 0.58 0.83 0.41 0.54 0.74 0.87 0.61 0.67 

t

P  

w  

b  

t  

(  

c  

N

 

t  

n  

d  

t  

c  

t  

s

 

w  

p

R

I  

c

F  

S  

p  

h  

t  

b  

m  

p  

a  

O  

I  

t  

t  

T  

t  

c  

fl  

t  

c  

s  

u  

i  

b  

c  

F  

b  

s  

s  

Fig. 6. Co-occurrence matrix obtained considering the Office Day scenario. 

Fig. 7. Co-occurrence matrix obtained considering the Office Day scenario with the 

“New GT”. 
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 urity = 

1 

N 

k ∑ 

i =1 

max j | C i ∩ T j | (3)

here N is the number of video blocks in the cluster, k is the num-

er of clusters, C i is the i th cluster and T j is the set of elements of

he class j that are present in the cluster C i . The clustering task

i.e., the grouping performed by the between flow analysis in our

ase) can be viewed as a series of decisions, one for each of the

(N − 1) / 2 pairs of the elements to be clustered [30] . 

The algorithm obtains a true positive decision (TP) if it assigns

wo videos of the same class to the same cluster, whereas a true

egative decision (TN) if it assigns two videos of different class to

ifferent clusters. Similarly, a false positive decision (FP) assigns

wo different videos to the same cluster and a false negative de-

ision (FN) assigns two similar videos to different clusters. With

he above formalization we can compute the confusion matrix as-

ociated to the pairing task. 

From the confusion matrix we compute the Rand Index ( RI ),

hich measures the percentage of the correct decisions (i.e., the

airing accuracy) of the between flow analysis: 

I = 

T P + T N 

T P + F P + F N + T N 

(4) 

n order to take into account both precision and recall, we also

onsidered the F β measure defined as following: 

 β = (1 + β2 ) · P recision · Recall 

β2 P recision + Recall 
(5)

pecifically, we considered the F 1 measure that weights equally

recision and recall, and the F 2 measure, which weights recall

igher than precision and, therefore, penalizes false negatives more

han false positives. Table 2 shows the results of the proposed

etween flow analysis approach considering the aforementioned

easures. For the Home Day and Working Day scenarios our ap-

roach achieves the maximum scores for all the considered evalu-

tion measures (column “Original GT” of Table 2 ). Regarding the

ffice Day scenario, we obtain lower scores of Purity and Rand

ndex. The obtained values of F 1 and F 2 measures indicate that

he proposed between flow approach achieves higher recall values

han precision. This can be further verified by observing the Fig. 6 .

his figure shows the co-occurrence matrix obtained considering

he Office Day scenario. The columns of the matrix represent the

omputed graph components (clusters) obtained with the between

ow analysis, whereas each row represents a scene class according

o the Ground Truth. The values of this matrix express the per-

entage of video blocks belonging to a specific class that are as-

igned to each graph component (according to the Ground Truth

sed in [19] ). This figure shows that even if different blocks are

ncluded in the same graph component (FP), the majority of the

locks belonging to the same class are assigned to the same graph

omponent (TP). The second column of the co-occurrence matrix in

ig. 6 shows that the “laboffice”, “office” and “studio” blocks have

een assigned to the graph component C2. This error is due to

trong ambiguity in the visual content of these three classes. Fig. 8

hows some example of the frames belonging to these classes. We
an observe that these scenes are all related to the same activ-

ty (i.e., working at a PC) and the visual content is very similar.

e repeated the tests considering an alternative Ground Truth that

onsiders the three above mentioned scene classes to be a unique

lass (Laboffice). The results of this test are reported in the column

abeled as “New GT” of Table 2 . In this case the Office Day sce-

ario result achieves significant improvements for all the consid-

red evaluation measures. Fig. 7 shows the co-occurrence matrix

btained considered the new Ground Truth. 

The last row of Table 2 reports the results obtained by applying

he proposed approach on the set of 10 videos obtained by con-

idering only the Home Day and the Office Day sets of videos. This

est have been done to analyse the robustness of the proposed ap-

roach considering more contexts and also scenes that appear only

n some videos. Furthermore, to better assess the effectiveness of

he proposed approach, we performed a number of incremental

ests by varying the number of input videos from 2 to 10 videos

f the considered set. This correspond to consider from 2 to 10

ays of monitoring. The obtained scores reported in Fig. 9 shows

hat the evaluation measures are quite stable. We also evaluated

he performance of the proposed approach by varying the thresh-

ld T σ value (see Fig. 10 ). Also in this case the results demonstrate

hat the method is robust. We also tested the between analysis ap-
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Fig. 8. Some first person view images from the Office Day scenario depicting frames belonging to the classes “laboffice”, “office” and “studio”. 

Fig. 9. Evaluation measures at varying of the number of videos. 

Fig. 10. Evaluation measures obtained by varying the threshold T σ . 

 

 

 

 

 

 

 

 

 

 

 

 

 

Table 3 

Experimental results on the popularity estimation problem. 

[13] Proposed method 

Dataset dev Pa / Pr Pg / Pr Po / Pr Pa / Pr Pg / Pr Po / Pr 

Foosball 4 1.023 1 0.023 1 1 0 

Meeting 2 1.011 0.991 0.020 0.991 0.991 0 

Meeting 4 0.988 0.955 0.033 0.930 0.930 0 

Meeting 5 0.886 0.755 0.131 0.698 0.704 0.006 

SAgata 7 1.049 1 0.050 0.989 0.989 0 
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proach by using the color histogram and the distance function used

in RECfusion [13] . When the system uses such approach there is a

high variance in the obtained distance values even if there isn’t any

segmentation block to be matched among videos. This causes the

matching between uncorrelated blocks and hence errors. 

5. Popularity estimation 

Considering the improvements achieved by the proposed

method in the context of egocentric videos, we have tested the ap-

proach to solve the popularity estimation problem defined in [13] .

The popularity of the observed scene in an instant of time depends

on how many devices are looking at that scene. In the context of

organizing the egocentric videos the popularity can be useful to

estimate the most popular scene over days. 

To properly test our approach for popularity estimation we have

considered the dataset introduced in [13] . This allows a fair com-

parison with the state of the art approaches for this problem be-
ause the results can be directly compared with the ones in [13] .

ifferently than [13] , after processing the videos with the intraflow

nalysis and segmentation refinement proposed in this paper, we

ave used the proposed CNN features and the clustering approach

f [13] . To evaluate the performances of the compared methods we

sed three measures. For each clustering step we compute: 

• P r : ground truth popularity score (number of cameras looking

at the most popular scene) obtained from manual labelling; 
• P a : popularity score computed by the algorithm (number of the

elements in the popular cluster); 
• P g : number of correct videos in the popular cluster (inliers). 

From the above scores, the weighted mean of the ratios P a / P r 
nd P g / P r over all the clustering steps are computed [13] . The ratio

 a / P r provides a score for the popularity estimation, whereas the

atio P g / P r assesses the visual content of the videos in the popular

luster. These two scores focus only on the popularity estimation

nd the number of inliers in the most popular cluster. Since the

im is to infer the popularity of the scenes, it is useful to look

lso at the number of outliers in the most popular cluster. In fact,

he results reported in [13] show that when the algorithm works

ith a low number of input videos, the most popular cluster is

ometimes affected by outliers. These errors could affect the pop-

larity estimation of the clusters and, therefore, the final output.

hus, we introduced a third evaluation measure that takes into ac-

ount the number of outliers in the most popular cluster. Let P o 
e the number of wrong videos in the popular cluster (outliers).

rom this score, we compute the weighted mean of the ratio P o / P r 
ver all the clustering steps, where the weights are given by the

ength of the segmented blocks (i.e., the weights are computed as

uggested in [13] ). This value can be considered as a percentage of

he presence of outliers in the most popular cluster inferred by the

ystem. The aim is to have this value as lower as possible. 

Table 3 shows the results of the popularity estimation obtained

y the compared approaches. The first column shows the results

btained by the approach proposed in [13] . Although this method

chieves good performance in terms of popularity estimation and

nliers rate, the measure P o / P r highlights that the method suffers

rom the presence of outliers in the most popular cluster. This

eans that the popularity ratio ( P a / P r ) is affected by the presence

f some outliers in the most popular cluster. Indeed, in most cases
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Fig. 11. Examples of clustering performed by our system and the approach in [13] . 

Each column shows the input frames taken from different devices. The color of the 

border of each frame identifies the cluster. The proposed method has correctly iden- 

tified the three clusters. 
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Fig. 12. Examples of clustering performed by our system and the approach in [13] . 

Each column shows the input frames taken from different devices. The color of the 

border of each frame identifies the cluster. The proposed method produces better 

results in terms of outlier detection. 
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he P a / P r value is higher than 1 and P o / P r is greater than 0. The

econd column of Table 3 is related to the results obtained with

he proposed approach. We obtained values of popularity estima-

ion and inliers rate comparable with respect to [13] . In this case,

he values of popularity score are all lower than 1, which means

hat sometimes the clustering approach lost some inliers. 

However it worth to notice that for all the experiments per-

ormed with the proposed approach, the outlier ratio P o / P r is very

lose to zero and lower with respect to the values obtained by Or-

is et al. [13] . This means that the most popular cluster obtained

y the proposed approach is not affected by outliers, and this as-

ure us that the output video belongs to the most popular scene.

y performing a visual assessment of the results, we observed that

sing the proposed CNN features in the clustering phase involves

 fine-grained clustering, which better isolates the input videos

uring the transitions between two scenes or during a noise time

nterval. This behaviour is not observed in the outputs obtained

y [13] . Using the color histogram indeed, the system defines a

imited number of clusters that are, therefore, affected by out-

iers. Some examples about this behaviour are shown in Fig. 11

nd Fig. 12 . In these figures, each column shows the frames taken

rom the considered devices at the same instant. The border of

ach frame identifies the cluster. The first column of each figure

hows the result of the proposed approach, and the second col-

mn shows the result of the method proposed in [13] . Specifically

ig. 11 shows an example of clustering performed by the compared

pproaches during the analysis of the scenario Foosball . In this ex-

mple, the first and the third devices are viewing the same scene

the library), the second device is viewing the sofa, whereas the

ourth device is performing a transition between the two scenes.

n such case, the proposed method creates a different cluster for

he device that is performing the transition, whereas the method

roposed in [13] includes the scene in the same cluster of the sec-

nd device. Fig. 12 shows an example of the popularity clustering

erformed during the analysis of the scenario Meeting . In this case

oth the approaches fail to insert the second frame in the pop-
lar cluster due to the huge difference in scale, but the method

n [13] creates a cluster that includes the second and the fifth de-

ice (despite they are viewing two different scenes) whereas the

roposed method can distinguish the second image from the fifth

ne. 

Besides the improvement in terms of performance, proposed

pproach provides also an outstanding reduction of the computa-

ion time. In fact, the time needed to extract a color histogram as

uggested in [13] is about 1.5 s, whereas the time needed to ex-

ract the CNN feature used in our approach is about 0.08 s. Regard-

ng the popularity intraflow analysis on the mobile video dataset,

he proposed approach achieves similar segmentation results com-

ared to the SIFT based approach. However, as in the wearable

omain test, the proposed segmentation method strongly outper-

orms [13] when the system have to deal with noise (e.g., hand

remors). 

. Conclusions and future works 

This paper proposes a complete framework to segment and or-

anize a set of egocentric videos of daily living scenes. The exper-

mental results show that the proposed system outperforms the

tate of the art in terms of segmentation accuracy and compu-

ational costs, both on wearable and mobile video datasets. Fur-

hermore, our approach obtains an improvement on outliers rejec-

ion on the popularity estimation problem [13] . Future works can

onsider to extend the system to perform recognition of contexts

rom egocentric images [2,31–33] and to recognize the activities

erformed by the user [14] . 
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Appendix A. Pseudocodes 

The Algorithm 1 describes the intraflow analysis process (see

Data : Input Video 

Result : Segmentation Video 

C ← newT emplateAt(0) ; 

SE E K ← T rue ; 

t ← 0 ; 

while t ≤ v ideoLength − step do 

t ← t + step; 

f c7 t ← extractF eatureAt(t) ; 

if SEEK then 

sim ← cosSimilarity (C. f c7 , f c7 t ) ; 

if sim < T f then 

C ← newT emplateAt (t ) ; 

else 

if C is a stable template then 

SE E K ← F alse ; 

T S ← T S 
⋃ { C} ; 

T ← C; 

T .scene _ id ← sceneAssignment() ; 

end 

end 

else 

sim ← cosSimilarity (T . f c7 , f c7 t ) ; 

slope ← slopeAt (t ) ; 

if the slope function has a peak then 

SE E K ← T rue ; 

C. f c7 ← f c7 t ; 

T ← C; 

end 

assignI nterv alSceneI d (T .scene _ id , t − step, t − 1) ; 

end 

end 

applySegmentat ionRe f inement s () ; 

Algorithm 1: Intraflow Analysis Pseudocode. 

Section 2.1 ) exploiting the involved variables and utility functions

as reported in the following: 

• A template is represented by a Template Object . It keeps

information about the time of the related image frame, the fc7

feature, and the scene ID assigned during the procedure. 
• A new Template Object is created by the function newTem-

plateAt ( t ). This function initializes a Template Object with

the information related to the time t . 
• The flag SEEK is True if the procedure is performing the research

of a new stable template. In this case, the Template Object
C represents the current template candidate, which is assigned

to the current template instance T if its stability has been ver-

ified according to the conditions defined in [13] . In this case,

the new template instance T is added to the Templates Set TS .

If the flag SEEK is False , the procedure compares the current ref-

erence template T with the forward frames until a peak in the

slope sequence is detected. 
• The function sceneAssignment () performs the scene ID assign-

ment after a new template is defined. In particular, it assigns

Rejected to all the frames in the interval between the instant

when the new template has been requested to the time when

it has been defined. Then, the function finds the scene ID of the

scene depicted by the new defined template, eventually per-

forming the backward procedure (as described in Section 2.1.3 ).
• After the segmentation of the input video, the refinements de-

scribed in Section 2.1.4 are applied by the function applySeg-

mentationRefinements() . 

The Algorithm 2 describes the between video flows analysis

Data : Set S of Segmented Videos 

Result : Clusters of the Segments 

initialize all link strengths to zero; 

for each video v A in S do 

for each block b v A in v A do 

if linkStrength [ b v A ] != 0 then 

scene _ Id ← b v A .scene _ Id; 

else 

assign a new scene _ Id to b v A ; 

end 

for each video v B j in S \ { v A } do 

b v B j 
= arg max 

b v B j 
∈ v B j 

{ CosSimilarity (b v A , b v B j 
) | 

σ(b v A , v B j ) 
≥ T σ } if CosSimilarity (b v A , b v B j 

) > 

linkStrength [ b v B j 
] then 

assign scene _ Id to b v B j 
; 

linkStrength[ b v B j 
] ← 

CosSimilarity (b v A , b v B j 
) ; 

end 

end 

end 

end 

Algorithm 2: Between Flows Video Analysis pseudocode. 

rocess (see Section 2.2 ). This procedure takes as input a set S of

ideos, previously processed with the intraflow analysis described

n Algorithm 1 . To describe this procedure we defined a data struc-

ure called linkStrength . This data structure is an array indexed

ith the blocks extracted from the analysed videos. Considering as

xample a block segment b v , the value of linkStrength [ b v ] is equal

o zero if the block b v has not yet been assigned to a scene ID. Oth-

rwise, it is equal to the cosine similarity value between b v and the

atched block which caused the assignment. Indeed, all the link

trengths are initialized to zero. Then, if the scene ID assigned to

 v changes, the value of linkStrength [ b v ] is updated with the new

osine similarity value, as well as the scene ID value assigned to

 v . 
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