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* Mobile Computing.

~ I.e. mobile hardware, physical mobility.

* Mobile Computation.

~ l.e. mobile software, virtual mobility.

e But the borders are fuzzy:

~ Agents may move by traversing a network (virtually), or by
being carried on a laptop (physically).

~ Computers may move by lugging them around (physically), or
by telecontrol software (virtually).

~ Boundaries may be physical (buildings) or virtual (firewalls).



Distinct locations exist.

If different locations have different properties, then both
people and programs will want to move between them.

Barriers to mobility will be erected to preserve certain
properties of certain locations.

Some people and some programs will still need to cross
those barriers.



* In the m-like calculi (our starting point):

~y

processes exist in a single contiguous location; interaction
shared names, used as I/O channels

process mobility = channel passing
locality (and location failures) are added

no direct account of access control

e |In our ambient calculus:

~y

processes exist in multiple disjoint locations; interaction is by
shared position, with no action at a distance

process mobility = barrier crossing
integrated locality = topology; failure = unreachability

capabilities, derived from ambient names, regulate access



We want to capture in an abstract way, notions of
locality, of mobility, and of ability to cross barriers.

An ambientis a place, delimited by a boundary, where

computation happens.

Ambients have a name, a collection of local processes,
and a collection of subambients.

Ambients can move in an out of other ambients, subject
to capabilities that are associated with ambient names.

Ambient names are unforgeable (as in © and spi).



The Ambient Calculus
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e Behavior

~ The semantics of the ambient calculus is given in non-
deterministic “chemical style” (as in Berry&Boudol’s Chemical
Abstract Machine, and in Milner’s m-calculus).

~ The semantics is factored into a reduction relation 7— /7~
describing the evolution of a process /’into a process /7, and a
process equivalence indicated by O= O-.

~ Here, — is real computation, while = is “rearrangement”.

e Equivalence

~ On the basis of behavior, a substitutive observational
equivalence, I’~ (J, is defined between processes, enabling
reasoning.

~ Standard process calculi proof techniques (context lemmas,



bisimulation, etc.) can be adapted.




Straight from the n-calculus

e Parallel execution, /° |

Pl O
(Pl O | R

Qlr
P (QIR)

P—-Q = PIR—QIR

e Replication, !/
P = PlIP




* Restriction, (V1) /*

vn) (Pl Q) = Pl (vnQ if n¢ (P

P— QO = (vhP— (vn)Q

e Inaction, O:
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e An ambient is written as follows, where nis the name of
the ambient, and /Pis the process running inside of it.

n| ]

* In n[ A, it is understood that Pis actively running:

P— Q = nlF]— nd)

* Multiple ambients may have the same name, (e.g.,
replicated servers).



e Operations that change the hierarchical structure of
ambients are sensitive. They can be interpreted as the
crossing of firewalls or the decoding of ciphertexts.

e Hence these operations are restricted by capabilities.

M. P

This executes an action regulated by the capability M,
and then continues as the process 7.

* The reduction rules for M. Pdepend on M.



* An entry capability, in m, can be used in the action:

nm. PP

* The reduction rule (non-deterministic and blocking) is:

ninm Pl Q| mR — m|nPI| O] | R]

immPl Q| | R —> PlO| IR




* An exit capability, out m, can be used in the action:

outm. PP

* The reduction rule (non-deterministic and blocking) is:

mlnloutm. Pl O] | R — n[P| Q] | mR]

m

n 1 m

outm. Pl Q| | R —> PIlO| | R




* An opening capability, open m, can be used in the action:

openn. IP

* The reduction rule (non-deterministic and blocking) is:

openn. Pl nd — Pl Q

openn. P/ | O —= P/Q




Local anonymous communication within an ambient:
(x). PP input action
(M) async output action

We have the reduction:

(x). P | (My — Px<—M,

This mechanism fits well with the ambient intuitions.

~ Long-range communication, like long-range movement,
should not happen automatically because messages may have
to cross firewalls and other obstacles. (C.f., Telescript.)

~ Still, this is sufficient to emulate communication over named
channels, etc.
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(Struct Refl)

(Struct Symm)
(Struct Trans)

(Struct Res)
(Struct Par)
(Struct Repl)
(Struct Amb)
(Struct Action)
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(Struct Res Amb)
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(Struct Zero Res)
(Struct Zero Repl)

(Struct Input)
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ninm Pl O | mR] — m[n[P| O | K] (Red In)
m[nfoutm. P| Q| | K] — n[P| Q] | mK] (Red Out)

openn. P | n[Q] — P Q (Red Open)

(x). P | (M) — P x< M| (Red Comm)

P—Q = (vnP— (vn)Q (Red Res)

P— Q = nPA — ndJ] (Red Amb)

P—(Q = PIR— QIR (Red Par)

P=PP—-QQ0=Q = P— (Red =)

—>* reflexive and transitive closure of —

In addition, we identify terms up to renaming of bound names:
(v P = (vin)Pin—m} if m¢ (P
(x).P = (0).Px—y} it y¢ (P




* Replication creates new names:

(va)P # (vn)!P

* Multiple nambients have separate identity:

n Ao # n[PlJ




Old concepts that can be represented:

~y

~

~y

Synchronization and communication mechanisms.
Turing machines. (Natural encoding, no I/O required.)
Arithmetic. (Tricky, no I/O required.)

Data structures.

n-calculus. (Easy, channels are ambients.)

A-calculus. (Hard, different than encoding A in 7.)

Spi-calculus concepts. (Being debated.)



Net-centric concepts that can be represented:

~

~y

~

Named machines and services on complex networks.
Agents, applets, RPC.

Encrypted data and firewalls.

Data packets, routing, active networks.

Dynamically linked libraries, plug-ins.

Mobile devices.

Public transportation.



* We can use open to encode locks:

releasen. P 2 n[] / P

acquiren. P £ openn. P

e This way, two processes can “shake hands” before
proceeding with their execution:

acquire n. release m. P | release n. acquire m. (J




Turing Machines
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tourist £ (x). joelx. enjoy]

ticket-desk = !(in AFS1SFO. out AFS1CDG)
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e Assume the keys %, &7, K”are shared.

Firewall & (vw) wlKoutw. ink’ inw] | open k’. open k”.
H

Agent & klopen k. k1]

Agent | Firewall

—%

klopen k. kK 10|] | K[in k" in w] | wlopen k’. open k”.




14lin w] | open k. k1] | wlopen k’. open k”. F|
1linw | &101] | wlopen k”. open k”. P

K110 | open k7. open k7. P

A1 | open k7. A

QI A

\l/*
SN

* Desired Property:
(v Kk’ k7)) (Agent | Firewal) = (vw) w|QI| ]




e Exhibition
Pln & P= (vin...ny) (O] | K) A n¢{m...ny}

* Convergence

PAln & P—=*QO A Qln

* Contextual Equivalence

P=~0 o Vo). Vn dPne on

e Ex.: the Perfect-Firewall Equation:

(vn)n[FA = 0 if nnot free in P




* A named channel is represented by an ambient.

~ The name of the channel is the name of the ambient.
~ Communication on a channel is becomes local I/0O inside a channel-ambient.

~ A conventional name, 7o, is used to transport I/0O requests into the channel.

(chn)P 2 (vn) (n[lopenio]l | P
n(x).P £ (vp) (iolinn. (x). ploutn. P] | open p)
n{M) £ Jjolin n. (M)]

* These definitions satisty the expected reduction:

nx).P| n(M)y —* Px<M,

in presence of a channel for n.




e The notion of named, active, hierarchical, mobile
ambients captures the structure of complex networks
and of mobile computing/computation.

e The ambient calculus formalizes ambient notions simply
and powerfully.
~ It is no more complex than common process calculi.

~ It supports reasoning about mobility and (hopetully) security.

* It provides a basis for envisioning new programming
methodologies/libraries/languages for global
computation.



