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Abstract. In this paper a new family of high-order finite-difference
shock-capturing central schemes for hyperbolic systems with stiff
source is presented. The schemes are based on recently devel-
oped finite difference discretization on staggered grids, coupled
with implicit-explicit (IMEX) time discretization for an efficient
treatment of the source term. Numerical tests show the robust-
ness and accuracy of the method, for a wide range of the stiffness
parameter.

1. Introduction

Finite difference (FD) schemes are usually preferred to finite volume (FV) schemes
for constructing high-order shock-capturing methods for balance laws [8]. These
schemes are often based on a method-of-line approach: space is discretized by finite
difference, and high order non oscillatory properties are usually obtained by the
choice of a monotone flux and a non oscillatory reconstruction such as essentially
non oscillatory (ENO) or weighted essentially non oscillatory (WENO) [12]. The
original system is approximated by a set of ode’s for the pointwise value of the
unknown field at the center of each cell. At this point, an implicit-explicit (IMEX)
time discretization can be applied to the resulting set of ode’s [1], [8], [3].

For systems of conservation laws, finite volume shock-capturing central schemes
have been constructed both on staggered [6], [5], and unstaggered [4]. A review on
central schemes can be found, for example, in [13].

The central approach has the advantage of providing an automatic dissipative
mechanism that, when used in conjunction with a suitable non oscillatory recon-
struction, yields to a non oscillatory scheme, without the requirement of an explicit
knowledge of the characteristic structure of the system. The use of characteristic
information, however, may improve the overall performance of the scheme, by elim-
inating the oscillations that otherwise appear when the reconstruction is performed
in conservative variables. This effect is studied in [7].
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Staggered schemes present a sharper resolution compared to their unstaggered
counterpart (based on local Lax-Friedrichs flux), and it is therefore interesting to
construct a finite difference version of the high order central schemes, with the
aim of solving systems of balance laws. A comparison between staggered and non
staggered finite volume central scheme is presented in [10]. That paper also shows
that staggered schemes are slightly less sensitive to the use of characteristic variables
in the reconstruction.

A family of shock-capturing finite-difference central schemes has been recently
constructed [9]. In the same paper a comparison is performed between staggered
and unstaggered FV and FD schemes for some test cases in one space dimension.
All these schemes give comparable results for the same mesh. Staggered schemes
appear to be more accurate, but slightly more expensive than their unstaggered
counterpart; because they require a larger number of time steps, due to the more
restrictive CFL condition that imposes that the time step is about half of the time
step required for unstaggered schemes. The larger number of steps is partially
compensated by the lack of need of a numerical flux function, which makes one
staggered time step quite less expensive than the unstaggered one.

In this paper we show how to couple finite difference central discretization with
IMEX time discretization, making use of recently developed central Runge-Kutta
approach [7].

Next section two is devoted to the construction of FD-CRK-IMEX schemes, and
in the last section we present some numerical results.

2. Description of the scheme

In this section, we describe the construction of finite difference schemes based on
staggered cells for balance equations. Consider the system of balance laws:

(1) ut + fx(u) =
1
ε
g(u).

Here, u(x, t) is a function from R × R+ to Rm, f and g are functions from Rm to
Rm, and ε ≥ 0 is the stiffness parameter. Moreover, we suppose that the Jacobian
of f has real eigenvalues and a complete set of eigenvectors for each (x, t).

We are considering relaxation systems, i.e. systems of equations that, when ε →
0, reduce to a smaller system of conservation laws [2].

2.1. Finite difference schemes on staggered grids

In the construction of finite difference schemes on staggered grids, we cover the
computational domain with grid points of the form (xj , t

n) for even values of n,
while, for odd values of n we consider a staggered grid, with grid points of the form
(xj+1/2, t

n), with xj+1/2 − xj = h/2.
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The evolution of the point values of the solution u on the staggered grid points
is given by:

(2)
d

dt
uj+1/2(t) = − 1

h

(
f̂(u(xj+1, t))− f̂(u(xj , t))

)
+

1
ε
g(u(xj+1/2, t)),

where f̂ denotes the cell primitive of the physical flux f , in the sense that:

f(u(xj , t)) = 1
h

∫ xj+h/2

xj−h/2
f̂(u(x, t)) dx

=⇒ ∂xf(u)|xj+h/2(t) = 1
h

[
f̂(u(xj + h, t))− f̂(u(xj , t))

]
.

Thus the evolution equation for the point values is automatically written in conser-
vation form. This approach for the FD scheme on unstaggered grid was introduced
in [11].

As is common to central schemes on staggered grids, see [13, 6, 5], the main idea
is to construct piecewise polynomial interpolants which are smooth in the intervals
Ij centered around the grid points xj on which the numerical solution is known.
Thanks to grid staggering, the numerical fluxes need to be computed at the points
xj , where the interpolants are smooth. For this reason, the flux splitting required
in standard FD schemes, see again [11], is not necessary in the present case.

System (2) is first discretized in time, with a IMEX Runge-Kutta scheme. The
numerical solution (pointwise value of the solution at the center of the staggered
cell) is given by
(3)

un+1
j+1/2 = un

j+1/2+∆t

ν∑

i=1

b̃i

h

(
f̂(u(i)(xj+1))− f̂(u(i)(xj))

)
+

∆t

ε

ν∑

i=1

big(u(i)(xj+1/2)),

where u(i)(xj) denotes the i-th stage value of the IMEX scheme [8]. Since the
numerical solution is smooth at xj , if the time step is small enough, the intermediate
states u(i) can be computed using the differential form of the PDE:

(4) ∂tu = −∂xf(u) +
1
ε
g(u),

following the CRK approach proposed in [7]. Thus the quantities u(i) are obtained
by the formula for the stage values of an IMEX Runge-Kutta, applied to Eq.(4) as
follows:

(5) u(i)(xj) = un
j −∆t

i−1∑

k=1

ãi,k∂xf(u(k))|j +
∆t

ε

i∑

k=1

ai,kg(u(k)
j ),

where ãij and aij denote the coefficients of the explicit and implicit RK schemes,
respectively. We assume that the implicit scheme is diagonally implicit.

Equations (3) and (5) completely define the time discretization of (2). Let us
now turn to the space discretization. The first task is to evaluate the term un

j+1/2 on
the RHS of (3). This is done through deconvolution. First, we solve the following
interpolation problem: given a smooth function u(x), compute a non-oscillatory
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piecewise polynomial approximation to the primitive of u. More precisely, find a
piecewise polynomial non oscillatory function v(x) such that:

(6) v = shift(u) :
1) u(xj) = 1

h

∫ xj+1/2

xj−1/2
v(x) dx ∀j

2) 1
h

∫ xj+1

xj
v(x) = u(xj+1/2) + O(hr),

where r is the accuracy of the scheme. This problem can be solved using the central
WENO reconstruction of [5]. Thus, given the point values of the numerical solution
un

j , we compute the cell primitive v(x), and we set:

un
j+1/2 =

1
h

∫ xj+1

xj

v(x) dx.

Next, at each stage value, we need to evaluate the x derivative of f , starting from
its point values. Again, this is an interpolation problem, that can be framed as
follows. Given a smooth function U(x), find a piecewise polynomial non oscillatory
function v(x) such that:

(7) v = derivative(U) :
1) U(xj) = v(xj) ∀j

2)
dv

dx
|xj =

dU

dx
|xj + O(hr−1),

where r is the accuracy of the scheme, see again [5]. In the present case, at each stage
value i = 1, . . . , ν− 1, identify U(xj) := f(u(i)

j ) and apply the above reconstruction
to the point values U(xj).

Since t
Note that accuracy of order r − 1 is sufficient, since he stage values are com-

puted only locally, and an accuracy of order O(hr−1) is enough to guarantee global
accuracy of O(hr).

At the i-th stage value, we need to solve, in general, a non linear system of
algebraic equations. Because of the diagonally implicit structure of the scheme,
only a m×m nonlinear system has to be solved at each stage in each cell.

Finally, we need to update the solution, computing the RHS of (3). This requires
two steps. First, starting from the data f(u(i)

j ) we need to compute the primitive of

the flux f̂(u(i)
j ). This again can be framed as the following interpolation problem.

Let F (x) be a smooth function, and let F̂ be its cell primitive. Find a piecewise
polynomial non oscillatory function v(x) such that:

(8) v = primitive(F ) :
1) F (xj) = 1

h

∫ xj+1/2

xj−1/2
v(x) dx ∀j

2) v(xj) = F̂ (xj) + O(hr).

For a second order accurate scheme, this step is not necessary, because U(xj) =
Û(xj) + O(h2). For the fourth order accurate scheme, instead, a reconstruction
step is needed. We use again the Central WENO reconstruction.

The second step consists in shifting the evaluation of the source term. After
the evaluation of the stage values u

(i)
j , one immediately computes the values of the
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source term at the grid points, namely g(u(i)
j ). But the RHS of (3) requires instead

g(u(i)
j+1/2). To obtain these data, we identify U(xj) = g(u(i)

j ) and we apply the
reconstruction (6).

Remark. The description given above permits to construct high order finite
difference schemes for balance laws. It is clear that, as stated, the scheme just
described requires a very large number of reconstruction steps. However the com-
plexity of the scheme can be drastically reduced, if a non linear reconstruction is
used only once per time step. It has already been shown in several tests, see [10]
and [9] that to prevent the onset of spurious oscillations it is enough to compute
the non linear weights appearing in the reconstruction only once per time step. If
this approach is followed, then it is easy to prove that it is enough to compute the
primitive of the flux and the shift in the source term only once per time step.

3. Numerical results

We have performed an investigation and a comparison between high order finite
difference schemes on staggered and unstaggered grids in [9]. Here we concentrate
on the properties of finite difference schemes on staggered grids.
Convergence study. The convergence of our schemes was studied with the aid
of two smooth solutions of the Broadwell model of rarefied gas dynamics [8]. The
model is of the form (1), with u = (ρ,m, z), f = (m, z, m), g = (0, 0, (ρ2 + m2 −
2ρz)/2).

The equilibrium state is z = zE = (ρ2 + m2)/(2ρ). Thus, as ε → 0, this system
reduces to a 2×2 quasilinear system of conservation laws for ρ and m. We consider
the smooth and periodic initial data ρ0(x), v0(x), z0(x) given by:

ρ0 = 1 + aρ sin(
2πx

L
), v0 =

1
2

+ av sin(
2πx

L
), z0 = az

1
2

(
ρ0 + ρ0v

2
0

)
,

where v(x, t) = m(x, t)/ρ(x, t) is the velocity. The computational region is L = 20.
The system has eigenvalues µ = 0, µ = ±1, thus the mesh ratio λ was chosen
as λ = 0.9/2. The computation was stopped at T = 20. We used two sets of
parameters:

i) aρ = 0.3, av = 0.1, az = 1.0; ii) aρ = 0.3, av = 0.1, az = 0.2.

In the first case, the system starts out in local equilibrium, i.e. g(u0) = 0, while
in the second case the system is not at local equilibrium initially, so that an initial
layer forms between the initial data and the solution of the relaxed system for small
values of ε, and this may slow down convergence.

Table 1 show the relative errors in the L1 norm for the density in the case with
initial layer. The results without an initial layer are very similar, and have been
omitted. All data shown refer to the third order IMEX3 scheme developed in [8].
For values of ε smaller than 10−6, the error remains approximately constant. There
is no apparent deterioration in accuracy when an initial layer is present.
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L1 norm of the error with initial layer
N ε = 1 ε = 10−1 ε = 10−2 ε = 10−3 ε = 10−4 ε = 10−5 ε = 10−6

50 1.927E-6 9.003E-6 2.583E-5 2.076E-5 2.014E-5 2.012E-5 2.012E-5
100 1.610E-7 7.971E-7 2.841E-6 2.153E-6 1.290E-6 1.279E-6 1.278E-6
200 1.700E-8 1.308E-7 2.265E-7 6.175E-7 1.104E-7 8.288E-8 8.289E-8
400 2.070E-9 1.939E-8 3.963E-8 2.018E-7 3.120E-8 6.487E-9 6.499E-9

Table 1. L1 error on cell averages for IMEX3 scheme
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Figure 1. Order of accuracy as a function of ε on Broadwell’s
model, for the second order (o) and the third order (*) IMEX
schemes. On the left, no initial layer, on the right, with initial
layer

0 0 0
1 1 0

1/2 1/2

γ γ 0
1 1− 2γ γ

1/2 1/2
γ = 1− 1√

2

Table 2. Second order IMEX scheme

Fig. 1 displays the accuracy as a function of the stiffness parameter ε for the
second and third order IMEX shemes described in this work.

The second order scheme (labelled in the figure with the empty circles) uses the
IMEX method defined in Table 2 and a second order piecewise linear reconstruction
in space, with the MinMod limiter. Its accuracy is almost second order uniformly
with respect to ε. There is only a slight deterioration in accuracy for small values
of ε when an initial layer is present. Probably, the MinMod limiter in this case
causes an irretrievable loss of information.

The higher order scheme uses the IMEX method specified in Table 3 and the
fourth order Central WENO reconstruction of [5]. The figure shows a deterioration
in accuracy for moderately stiff values of ε. Accuracy actually increases, when the
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0 0 0 0 0
0 0 0 0 0
1 0 1 0 0

1/2 0 1/4 1/4 0
0 1/6 1/6 2/3

α α 0 0 0
0 −α α 0 0
1 0 1− α α 0

1/2 β η 1/2− β − η − α α
0 1/6 1/6 2/3

α = 0.24169426078821, β = 0.06042356519705, η = 0.1291528696059
Table 3. Third order IMEX scheme

Broadwell model relaxes towards the Euler equations of isentropic gas dynamics.
Note that here the scheme is more than third order accurate, probably because the
space discretization is fourth order accurate.
A Riemann problem. We now study a Riemann problem to assess the non os-
cillatory properties of our schemes. We consider the following set of initial data:




ρ
m
z


 (x, t = 0) =

{
[2, 1, 1]T x < 0.2

[1, 0.13962, 1]T x ≥ 0.2

The computational domain is [−1, 1], with periodic boundary conditions. The mesh
ratio λ = 0.25, and the final time is T = 0.5. The results obtained for N = 200
grid points appear in Fig. 2 for several values of ε. The reference solution (solid
line) was obtained with the third order IMEX3 scheme and 1000 grid points.

It is apparent from the figure, that the scheme produces an essentially non-
oscillatory numerical solution, for all values of ε considered. Also, the higher order
scheme exhibits a better resolution of discontinuities. For a comparison, see [8].
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