Abstract. In this paper we present a template matching based vehicle tracking algorithm designed for traffic analysis purposes. The proposed approach could be integrated in a system able to understand lane changes, gate passages and other behaviours useful for traffic analysis. After reviewing some state-of-the-art object tracking techniques, the proposed approach is presented as a customization of the template matching algorithm by introducing different modules designed to solve specific issues of the application context. The experiments are performed on a dataset compound by real-world cases of vehicle traffic acquired in different scene contexts (e.g., highway, urban, etc.) and weather conditions (e.g., raining, snowing, etc.). The performances of the proposed approach are compared with respect to a baseline technique based on background-foreground separation.

1 Introduction

Object tracking strategies are formulated by making some assumptions on the application domain and choosing a suitable object representation and a frame-by-frame localization method. The object representation is usually updated during the tracking, especially when the target object is subject to geometric and photometric transformations (object deformations, light changes, etc.) [1].

In the Template Matching based strategies [1, 2], the object is represented as an image patch (the template) and is usually assumed to be rigid. In the simplest settings, the object is searched in a neighbourhood window of the object’s last known position by maximizing a chosen similarity function between image patches. When target changes of pose are considered, the Lucas-Kanade affine tracker can be used [3, 4]. In the Local Feature Points based strategies [5] the object is represented as a set of key-points which are tracked independently by estimating their motion vectors at each frame. In order to track each key-point, a sparse optical flow is usually computed considering the (brightness constancy assumption [6]). The Lucas-Kanade Optical Flow [3] algorithm is often used to compute the optical flow and requires the key-points to satisfy both spatial and temporal coherence. In some cases the set of feature points can be directly “tracked”
for specific application contexts (e.g., video stabilization [7], human computer interaction [8], traffic conflict analysis [9]). In the Region Based techniques [10] the object is represented by describing the image region in which it is contained as a quantized probability distribution (e.g., a n-bins histogram) with respect to a given feature space (e.g., the hue space). In [11] the CAMShift algorithm is proposed and it is suggested to build a probability image projecting the target object hue histogram onto the current frame in order to obtain a map of the most probable object positions. The object is localized finding the probability image relative peak in the neighbourhood of the last known position using the Mean-Shift procedure [12]. In [10] a similarity measure is derived based on the Bhattacharyya coefficient providing a similarity score between the target object representation and the one of the candidate found at a given position. By using the Mean-Shift procedure[12], the similarity measure is maximized with respect to the target candidate.

In this paper we present a customized vehicle tracking algorithm based on template matching. The proposed algorithm is tested on real video sequences which are characterized by high variability in terms of perspective, light and contrast changes, object distortion and presence of artefacts. The input sequences are the result of a preprocessing stage which filters out the camera distortion. An example of such preprocessing is reported in Fig. 1. In designing the proposed algorithm the data have played the main role. In this paper we report the rationale beyond the build method making connections between the adopted strategies and the real video sequences.

The remainder of the paper is organized as follows: in Section 2 the reference video data are discussed, whereas Section 3 presents the proposed approach. Section 4 describes the experiments and the way we have measured the performances of the algorithms. Finally, Section 5 reports the conclusions and the directions for future works.
2 Application Context and Reference Data

The goal of our work is to correctly track each vehicle from the beginning of the scene to the end, assuming that an external detection module based on plate recognition gives to us the position of the front part of the vehicle in the first frame in which the plate is detected. The dataset used in the experiments consists of six video sequences related to real video traffic monitoring which have been acquired by Q-Free. The sequences exhibit high variability in terms of lighting changes, contrast changes and distortion. Specifically the input data are the result of a preprocessing stage which produces a normalized, low resolution representation of the scene where the distance between neighbouring pixels is constant in the real world (Fig. 1). The sequences have been acquired in different places and under different lighting, weather and environment conditions and are identified by a **keyword** summarizing the main characteristic that the tracker should deal with, namely: **LOW CONTRAST**, **LIGHT CHANGES**, **LEADING SHADOWS**, **STOP AND GO + TURN**, **RAIN** and **STOP AND GO**. The overall sequences contain 1168 vehicle transits in total.

3 Proposed Approach

The proposed approach is based on the general **template matching** scheme: at the initialization step, assuming that the plate detection and recognition module returned the current vehicle position in the form of a bounding box, the template is extracted as a portion of the current frame and the object position is set to the bounding box centre; at each frame, a search window is centred at the object last known position and a number of candidates centred at each point of the search window and having the same size as the template are extracted. The object current position is then set to the one which maximizes the similarity score between the target template and the candidate one according to a selected similarity measure; at the end of the search, the vehicle representation is updated extracting a new template at the current vehicle position. We use this general scheme [1] as a baseline and augment it by adding some domain-specific customizations in the form of modules which can be dynamically switched on (or off) by a controller. There are four proposed modules: **Multicorrelation**, **Template Drift and Refinement**, **Background Subtraction** and **Selective Update**.

In the following we summarize the scope of each module used to extend the basic template matching procedure providing related details. All the parameters’ values are reported in Section 4.

The presence of artefacts (see Fig. 2 (a)) contributes to radical changes of the vehicles’ appearance between consecutive frames. In such cases the similarity between the current instance of the object and its representation can be low, thus making the tracker less accurate and possibly leading to a failure. In order to reduce the influence of the artefacts, we act as if it were an occlusion problem introducing an alternative
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1 Q-Free (http://www.q-free.com/) is a global supplier of solutions and products for Road User Charging and Advanced Transportation Management having applications mainly within electronic toll collection for road financing, congestion charging, truck-tolling, law enforcement and parking/access control.
Fig. 2. The figure shows the domain specific issues (a, b, e, f) and the results of the modules introduced to deal with them (c, d, g, h).

way to compute the similarity between two image patches which is referred to as Multicorrelation: both the template and the candidate are divided into nine regular blocks. A similarity score (e.g., Normalized Cross Correlation) is so computed between each couple of corresponding blocks and the final score is obtained by averaging the nine subwindows similarity values. A statistical analysis of the similarity score values highlighted that when the issue shown in Fig. 2 (a) arises, the similarity measure computed in the regular way tends to be lower than a given threshold $t_m$. So we use the multicorrelation similarity measure only when the regular similarity score is under the given threshold. Fig. 2 (c) shows the result of the multicorrelation approach.

The presence of light, perspective, contrast changes and distortion, joined with the continuous update of the template, generate the template drift problem in the form of the progressive inclusion of the background into the template model. This effect is shown in Fig. 2 (b).

In order to reduce the template drift, a refinement is performed at the end of the basic template matching search. The refinement is based on the assumption that the object is stretched horizontally by effect of the distortion introduced in the preprocessing stage (see Fig. 1). According to this assumption, we adopt the following strategy: given the current frame and the template model found at the previous frame, we search for a version of the object at a smaller horizontal scale, obtaining a smaller tracking box which will be properly enlarged backward in order to fit the original template dimensions. Searching for the object at different horizontal scales would make the algorithm much slower, so, in order to improve performances, we first perform a regular search (i.e., without any refinement) in order to obtain an initial guess; afterwards we search for the best match among a number of candidates obtained discarding the rightmost pixels (the
ones which are more likely to contain background information) and horizontally-scaled versions of the template. The results of the technique are shown in Fig. 2 (d).

When tracking tall vehicles, the perspective issue shown in Fig. 2 (e) arises: the radical change of the vehicle appearance in consecutive frames leads to the progressive inclusion of the background inside the template model up to the eventual failure of the tracker. In order to correct this behaviour, after a regular search, we perform a background aware refinement sliding the tracking window backward in order to remove the background pixels in the front of the tracking box through a rough background subtraction technique based on subsequent frames subtraction and thresholding. The results of the technique are shown in Fig. 2 (g).

The continuous update of the vehicle representation induces the template drift problem in those sequences in which the vehicles move slowly. An example of this problem is shown in Fig. 2 (f). Since the vehicle moves very slowly and considering that the object changes of appearance between two consecutive frames are slight, a shifted version of the template still returns a high similarity score, while the continuous update favours the propagation of a wrong vehicle representation. In order to correct this behaviour, we update the object representation only when it is significantly different from the old one, i.e., when the similarity score is under a fixed threshold $t_u$. Fig. 2 (h) shows the results of the selective update mechanism.

Due to the different operations involved in the specific modules, we found the performances of the modules to be dependent on the vehicle speed. In order to maximize the performances of the overall algorithm on the data, we distinguish between high-speed (60 km/h or more) and low-speed (less than 60 km/h) vehicles and introduce a controller component which dynamically enables or disables the modules.

4 Experimental Settings and Results

All the experiments have been performed on the dataset described in Section 2. The sequences have been manually labelled annotating for each vehicle transit, the bounding box of the starting frame and the final frame. This information is used to initialize the proposed tracker,\(^2\) which is then executed in the subsequent frames till the last frame of the transit is processed. After running the different compared trackers, an examination is needed to manually mark each tracked transit as “successful” or “failed”. We have also manually annotated the first frame of failure. The algorithm parameters have been tuned through a statistical analysis in order to maximize the performances on the data.

The Normalized Cross Correlation is used as similarity measure for template matching, the search window size is $20 \times 12$ px wide, in order to handle vehicles with a maximum horizontal speed of $381$ km/h and a maximum vertical speed of $32$ km/h. The search is performed using an asymmetrical window (forward only) in order to reduce the computation (the vehicles can only move forward or stay still). As we cannot predict an exact horizontal scaling factor, in the refinement stage, multiple scaling factors have to be explored. Since in the given context a scaling factor of 0.02 corresponds to less than 1 px, which is the best precision we can achieve, and considering that a statistical

\(^2\) We assume that the bounding box is given by another module related to the plate detection and recognition already present in the systems.
analysis pointed out that in most cases the best scaling factor is in the range $[0.90, 1]$, the scaling factors are taken from this range at step of 0.02. Both the multicorrelation and the selective update thresholds are set to $t_m = t_u = 0.8$.

In order to analyse the trackers performances, two evaluation methods are used:

**Transit Based Accuracy (TBA):** focused on the ability to correctly track the vehicle in all the frames of his transit. This measure is defined as:

$$TBA = \frac{1}{N} \sum_{i=0}^{N-1} s_t(T_i)$$

where $N$ is the total number of transits, $\{T_i\}_{i \in [0,N-1]}$ are the transits and

$$s_t(T_i) = \begin{cases} 
1 & \text{if the tracking has no errors} \\
0 & \text{otherwise}
\end{cases}$$

**Longevity Based Accuracy (LBA):** focused on the tracker longevity, i.e., the mean transit percentage correctly tracked before a possible failure. This measure is defined as:

$$LBA = \frac{1}{N} \sum_{i=0}^{N-1} s_l(T_i)$$

where $N$ and $T_i$ are defined as above,

$$s_l(T_i) = \frac{m_i}{n_i}$$

$m_i$ is the number of frames in which the vehicle is tracked correctly in transit $T_i$ and $n_i$ is the total number of frames in $T_i$.

For sake of comparison we have considered the following approaches: the CAMShift algorithm [11] gives poor results since the initialization step in the intensity domain fails. This is due to the simplicity of the image representation which doesn’t ensure the maximization of the similarity measure between the target representation and the candidate one. The Kernel-Based Object Tracking algorithm [10] succeeds in the initialization step but fails in the tracking due to the poor separation between the object and the background in the feature space (intensity values). Both CAMShift and Kernel-Based Object Tracking do fail in the gradient orientations feature space since the similarity measure is not a smooth function (no gradient based optimizations are possible).

Fig. 3 shows the results of the proposed approach for each sequence (identified by its relative keyword as described in Section 2) and the global accuracy according to the TBA and the LBA measuring methods. The introduction of the two measuring methods can be justified observing that they measure two different qualities of the tracker. In the STOP and ROTATION sequences, it can be noticed that the TBA values are consistently lower than the related LBA values. This happens because the tracker correctly tracks the object for the most part of the scene (obtaining a high LBA score) systematically failing in the last frames of the transit due to poor lighting (which gives a zero-weight to the transit in the TBA settings). Fig. 4 compares the results of our technique with respect to the results of a typical background-foreground separation pipeline based on first order time derivative and gradient difference, according to the TBA measurement.
Fig. 3. The results of the proposed technique on the sequences identified by corresponding keywords.

5 Conclusion

In this paper we have proposed a template matching based method for vehicle tracking applications. The classical template matching algorithm has been customized to be able to cope with a series of challenging conditions related to real word sequences such as high variability in perspective, light and contrast changes, object distortions and artefacts in the scene. The effectiveness of our approach has been then demonstrated through a series of experiments in critical conditions and comparisons with respect to a baseline technique. Future work will be devoted to compare the proposed tracker with respect to recent techniques (e.g., TLD [13]) as well so to include a module able to discriminate among different kinds of vehicles (e.g., car, truck) in order to collect useful statistics for the traffic analysis.
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Fig. 4. The results of the proposed technique (PS) vs a simple background-foreground separation pipeline (BS) according to the TBA measurement (see Section 4).