The online exact string matching problem consists in finding all occurrences of a given pattern $p$ in a text $t$. It is an extensively studied problem in computer science, mainly due to its direct applications to such diverse areas as text, image and signal processing, speech analysis and recognition, information retrieval, data compression, computational biology and chemistry.

In the last decade more than 50 new algorithms have been proposed for the problem, which add up to a wide set of (almost 40) algorithms presented before 2000 [1].

We will review the most efficient string matching algorithms presented in the last decade in order to bring order among the dozens of articles published in this area.

We performed comparisons between 85 exact string matching algorithms with 12 texts of different types [4]. We divide the patterns into four classes according to their length $m$: very short ($m \leq 4$), short ($4 < m \leq 32$), long ($32 < m \leq 256$) and very long ($m > 256$). We proceed in the same way for the alphabets according to their size $\sigma$: very small ($\sigma < 4$), small ($4 \leq \sigma < 32$), large ($32 \leq \sigma < 128$) and very large ($\sigma > 128$). According to our experimental results (see Figure 1), we conclude that the following algorithms are the most efficient in the following situations:

- **SA** [11]: very short patterns and very small alphabets.
- **TVSBS** [10]: very short patterns and small alphabets, and long patterns and large alphabets.
- **FJS** [5]: very short patterns and large and very large alphabets.
- **EBOM** [3]: short patterns and large and very large alphabets.
- **SBNDM-BMH** and **BMH-SBNDM** [3]: short patterns and very large alphabets.
- **HASHq** [8]: short and large patterns and small alphabets.
- **FSBNDM** [8]: long patterns and large and very large alphabets.
- **SBNDMq** [2]: long pattern and small alphabets.
- **LBNDM** [9]: very long patterns and very large alphabets.
- **SSEF** [7]: very long patterns.

Among these algorithms all but one (the **SA** algorithm) have been designed during the last decade, four of them are based on comparison of characters, one of them is based on automata while six of them are bit-parallel algorithms.

In order to ease further works for developing fast exact string matching algorithms, we developed smart (string matching algorithms research tool, [http://www.dmi.unict.it/~faro/smart/](http://www.dmi.unict.it/~faro/smart/)) which is a tool that provides a standard framework for researchers in string matching. It helps users to test, design, evaluate and understand existing solutions for the exact string matching problem. Moreover it provides the implementation of (almost) all string matching algorithms and a wide corpus of text buffers.
Figure 1. Experimental map of the best results obtained in our evaluation. Comparison based algorithms are presented in red gradations, automata based algorithms are presented in green gradations and bit parallel algorithms are presented in blue gradations.
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