ERROR ANALYSIS OF IMEX RUNGE–KUTTA METHODS
DERIVED FROM DIFFERENTIAL-ALGEBRAIC SYSTEMS
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Abstract. In this paper we present an error analysis of the IMEX Runge–Kutta methods when
applied to stiff problems containing a nonstiff term and a stiff term, characterized by a small stiffness
parameter \( \varepsilon \). In this analysis we expand the global error in powers of \( \varepsilon \) and show that the coefficients
of the error are the global errors of the IMEX Runge–Kutta method applied to a differential-algebraic
system. Interesting convergence results of these errors and of the remainder of the expansion allow
us to determine sharp error bounds for stiff problems. As a representative example of stiff problems
we have chosen the van der Pol equation. We illustrate that the theoretical prediction is confirmed
by the numerical test. Specifically, an order reduction phenomenon is observed when the problem
becomes increasingly stiff. In particular, making several assumptions, we try to improve global error
estimates of several IMEX Runge–Kutta methods existing in the literature.
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1. Introduction. Several physical phenomena of great importance for applica-
tions are described by stiff systems of differential equations in the form

\[
U' = F(U) + \frac{1}{\varepsilon} G(U),
\]

where \( U = U(t) \in \mathbb{R}^m, F, G : \mathbb{R}^m \to \mathbb{R}^m \), and \( \varepsilon > 0 \) is the stiffness parameter.

Systems of such form, with a large number of equations, often arise from the
discretization of partial differential equations, such as convection-diffusion problems
and hyperbolic systems with relaxation (i.e., discrete kinetic theory of rarefied gases,
hydrodynamical models for semiconductors, etc., see [8], [17], [19], [18], [15], [6], [9]),
where a method of lines approach is usually used.

In order to be able to treat problems of the form (1), it is important to develop
suitable numerical schemes that work in an accurate and efficient way. A general
approach to the solution of problem (1) is based on implicit-explicit (IMEX) multistep
methods [14], [10], [3] or IMEX Runge–Kutta (R-K) methods [8], [17], [19], [18], [1],
[2].

We consider here IMEX R-K methods. An IMEX R-K method consists of applying
an implicit discretization for \( G \) and an explicit one for \( F \). In general, in order to
guarantee simplicity and efficiency in solving the algebraic equations corresponding
to the implicit part of the discretization at each step of problem (1), we will consider
diagonally implicit R-K (DIRK) methods.

In this paper we show that most of the popular IMEX R-K methods presented
in the literature suffer from the phenomenon of order reduction in the stiff regime
(Δt ≫ ε) when the classical order is greater than two [8], [17], [18], [1]. To this aim, we investigate this phenomenon and give an answer through a theoretical error analysis using typical techniques of differential-algebraic equations (DAEs) [12], [13], [7], [11].

We observe that system (1) can be written as a system of 2m equations in the form

\[ \begin{align*}
    y' &= f(y, z), \\
    \varepsilon z' &= g(y, z)
\end{align*} \]

once we set \( U = y + z \), \( F(U) = f(y, z) \), and \( G(U) = g(y, z) \). On the other hand, system (2) is a particular case of system (1) when \( F(U) = (f(y, z), 0) \), \( G(U) = (0, g(y, z)) \). Now, restricting our attention to system (2), such a problem is called a singular perturbation problem (SPP). Classical books on this subject are [20] and [16]. These SPPs give us the possibility of studying the dependence of the global error of IMEX R-K methods on the stiffness parameter \( \varepsilon \). Then in system (2) we suppose that \( 0 < \varepsilon \ll 1 \) and the functions \( f, g \) are sufficiently differentiable, with \( f, g \) and the initial values \( y(0), z(0) \) that may depend smoothly on \( \varepsilon \). For simplicity of notation we suppress this dependence.

When the parameter \( \varepsilon \) in system (2) is small, the corresponding differential equation is stiff, and when \( \varepsilon \) tends to zero, the differential equation becomes differential algebraic. A sequence of differential-algebraic systems arises in the study of SPPs. Our analysis is based on the assumption of a smooth solution of system (2) and applies to the stiff case (\( \Delta t \gg \varepsilon \)).

The paper is organized as follows. In the next section we introduce a description and classification of the different types of IMEX R-K methods present in the literature, based on the structure of the matrix of the implicit part. In section 3 we state our main results, presenting convergence proofs which give sharp error bounds for such methods. On the van der Pol equation, moreover, we provide numerical confirmation of the theoretical analysis and compare the performances of several types of IMEX R-K schemes. Also, these numerical results suggest how we can improve error estimates of some IMEX R-K methods through straightforward assumptions. In section 4 we consider the asymptotic expansion of the exact and numerical solution in terms of the stiffness parameter \( \varepsilon \). Sections 5 and 6 are devoted to examining the results obtained when we apply IMEX R-K methods to DAEs of index 1 (zeroth-order expansion) and higher (higher-order expansion). In particular, in section 7 we estimate the remainder of the expansion. Finally, in section 8, conclusions are drawn and work in progress is mentioned.

2. Description and classification of IMEX R-K methods. We consider an IMEX R-K method applied to system (2),

\[ \begin{align*}
    \begin{pmatrix} y_{n+1} \\ z_{n+1} \end{pmatrix} &= \begin{pmatrix} y_n \\ z_n \end{pmatrix} + h \sum_{i=1}^{s} \left( \tilde{b}_i k_{ni} \right), \\
    \begin{pmatrix} k_{ni} \\ \varepsilon \ell_{ni} \end{pmatrix} &= \begin{pmatrix} f(Y_{ni}, Z_{ni}) \\ g(Y_{ni}, Z_{ni}) \end{pmatrix}
\end{align*} \]

where

\[ \begin{align*}
    \begin{pmatrix} y_n \\ z_n \end{pmatrix} &= \begin{pmatrix} y_n \\ z_n \end{pmatrix} + h \left( \sum_{i=1}^{s} \tilde{a}_{ij} k_{ni} \right),
\end{align*} \]

and the internal stages are given by

\[ \begin{align*}
    \begin{pmatrix} Y_{ni} \\ Z_{ni} \end{pmatrix} &= \begin{pmatrix} y_n \\ z_n \end{pmatrix} + h \left( \sum_{j=1}^{s} \tilde{a}_{ij} k_{nj} \right).
\end{align*} \]
The matrices \((\tilde{a}_{ij})\), with \(\tilde{a}_{ij} = 0\) for \(j \geq i\), and \((a_{ij})\) are \(s \times s\) matrices such that the resulting method is explicit in \(f\) and implicit in \(g\). We use a diagonally implicit scheme for \(g\), i.e., \(a_{ij} = 0\) for \(j > i\). This will guarantee that \(f\) is always evaluated explicitly.

Such methods are characterized by the coefficient matrices \(\tilde{A} = (\tilde{a}_{ij}), A = (a_{ij})\) and vectors \(\tilde{c} = (\tilde{c}_1, \ldots, \tilde{c}_s)^T, \tilde{b} = (\tilde{b}_1, \ldots, \tilde{b}_s)^T, c = (c_1, \ldots, c_s)^T, b = (b_1, \ldots, b_s)^T\). They can be represented by a double tableau in the usual Butcher notation,

\[
\begin{array}{c|c}
\tilde{c} & \tilde{A} \\
\hline
\tilde{b}^T & A \\
\end{array}
\]

The coefficients \(\tilde{c}\) and \(c\) are given by the usual relation,

\[
\tilde{c}_i = \sum_{j=1}^{i-1} \tilde{a}_{ij}, \quad c_i = \sum_{j=1}^{i} a_{ij},
\]

which allows the results of our analysis to be extended to nonautonomous systems. We shall use the notation \(\text{Name}(s, \sigma, p)\), where this triplet characterizes the number \(s\) of stages of the implicit scheme, the number \(\sigma\) of stages of the explicit scheme and the combined order of the method, \(p\). Now we give some definitions that we will use later.

**Definition 2.1.** We call \(q_i\) the stage order of the \(i\)th stage of an R-K method if and only if for a problem \(y(t) = f(t, y(t))\), with \(0 \leq t \leq T\) and \(f\) a smooth function, the intermediate local errors \(y(t_n + c_i h) - Y_i = O(h^{q_i+1})\), where \(Y_i = y(t_n) + h \sum_{j=1}^{s} a_{i j} f(t_n + c_i h, Y_j)\) \((1 \leq i \leq s)\).

Remark. For stiff differential equations the stage order \(q\) is an essential ingredient. It is defined by the condition \(C(q)\) (see [12] and [13, sect. IV.5]), i.e.,

\[
\sum_{j=1}^{s} a_{i j} c_j^{k-1} = c_i^k / k \quad \text{for} \quad k = 1, \ldots, q \quad \text{and all} \quad i.
\]

For an \(s\)-stage DIRK method, the stage order is 1.

**Definition 2.2.** Methods that satisfy the condition \(a_{i j} = b_j, j = 1, \ldots, s\), are called stiffly accurate.

Remark. In our analysis we indicate \(R(\infty) = \lim_{z \to -\infty} R(z)\), with \(R(z)\) the stability function of the implicit scheme, defined by \(R(z) = 1 + z b^T (I - zA)^{-1} 1\) (see [13, sect. IV.3]), with \(b^T = (b_1, \ldots, b_s)\) and \(1 = (1, \ldots, 1)^T\). From the expression of \(R(z)\) follows \(R(\infty) = 1 - \sum_{i,j=1}^{s} b_i \omega_{ij}\) with \(\omega_{ij}\) elements of the inverse of \((a_{ij})\). Moreover, if the implicit method is stiffly accurate and the matrix \(A\) is invertible, one has always \(R(\infty) = 0\). We shall use the notation \(\tilde{q}_i\), with \(\tilde{q}_i \geq 1\), to indicate the stage order of the \(i\)th stage of the explicit part of the IMEX R-K method, and with \(q_i, \tilde{q}_i \geq 1\), the stage order of the \(i\)th stage of the implicit one. IMEX R-K methods present in the literature can be classified in three different types characterized by the structure of the matrix \(A = (a_{ij})^s_{i,j=1}\) of the implicit scheme.

**Definition 2.3.** We call an IMEX R-K method type A (see [18]) if the matrix \(A \in R^s \times s\) is invertible.

**Definition 2.4.** We call an IMEX R-K method type CK (see [8]) if the matrix \(A \in R^s \times s\) can be written as

\[
A = \begin{pmatrix}
0 & 0 & \tilde{A}
\end{pmatrix}
\]

Copyright © by SIAM. Unauthorized reproduction of this article is prohibited.
with the submatrix $\hat{A} \in \mathbb{R}^{(s-1) \times (s-1)}$ invertible.

Remark. IMEX R-K methods of type ARS (see [1]) are a special case of type CK with the vector $a = 0$.

3. Main results. Motivated by the procedure first suggested by Hairer, Lubich, and Roche [12] (see also [13]), we extend this analysis to different types of IMEX R-K methods. The main results of this paper are summarized in this section in the form of theorems. The aim of these theorems is to present convergence results of these methods when applied to SPP (2). We suppose that the initial values lie on a suitable manifold that allows smooth solutions even in the limit of infinite stiffness and the step size $h = \Delta t \gg \varepsilon$. In fact, arbitrary initial values introduce in the solution a fast transient. One possible way to overcome this difficulty is simply to ensure that the numerical method resolves the transient phase by taking time step $h \ll \varepsilon$ in the first few steps. Then the following results are obtained assuming that the transient phase is over.

An essential ingredient to obtaining these results is to assume that the system is dissipative. More precisely, we assume that

$$
\mu(g_\varepsilon(y, z)) \leq -1
$$

in an $\varepsilon$-independent neighborhood of the solution, where $\mu$ denotes the logarithmic norm with respect to some inner product. Condition (8) guarantees the existence of an $\varepsilon$-expansion of problem (2) (see [13, p. 390]).

The proof of the theorems below will be a consequence of the results of sections 5 to 7. We start by considering the limit case $\varepsilon = 0$ (the reduced problem or problems of index 1) for problem (2).

Theorem 3.1 (type A). Consider the stiff problem (2), (8) with initial values $y(0), z(0)$ admitting a smooth solution. Apply the type-A IMEX R-K method (3)–(5) and let $p$ be the order of explicit scheme. Assume that the method with coefficients $b_i$ and $a_{ij}$ is $A$-stable, that the stability function satisfies $|R(\infty)| < 1$, and that $a_{ii} > 0$ for all $i$. Furthermore, assume that the weights satisfy the condition $b_i = b_i$ for $i = 1, \ldots, s$.

Then if $\sum_{i,j=1}^{s} b_i \omega_{ij} \tilde{c}_j = 1$, with $\omega_{ij}$ elements of the inverse matrix of $A$, for any fixed constant $C > 0$, the global error satisfies

$$
y_n - y(t_n) = O(h^p) + O(\varepsilon h^2), \quad z_n - z(t_n) = O(h^2)
$$

for $\varepsilon \leq Ch$; otherwise, we obtain

$$
y_n - y(t_n) = O(h^p) + O(\varepsilon), \quad z_n - z(t_n) = O(h).
$$

If in addition $a_{ii} = b_i$ and $\tilde{a}_{ii} = \tilde{b}_i$ for all $i$, we have $z_n - z(x_n) = O(h^p) + O(\varepsilon h^2)$. The estimates hold uniformly for $h \leq h_0$ and $nh \leq \text{Const}$.

Theorem 3.2 (type CK). Consider the stiff problem (2), (8) with initial values $y(0), z(0)$ admitting a smooth solution. Apply the type-CK IMEX R-K method (3)–(5) with invertible matrix $\hat{A}$ and let $p$ be the order of the explicit scheme. Assume that the method, with coefficients $b_i$ and $a_{ij}$, is $A$-stable, that the stability function satisfies $|R(\infty)| < 1$, and that $a_{ii} > 0$ for all $i$. Assume that the weights satisfy the condition $b_i = b_i$ for $i = 1, \ldots, s$ and that the method is stiffly accurate. Then, for any fixed constant $C > 0$, the global error satisfies, for $\varepsilon \leq Ch$,

$$
y_n - y(x_n) = O(h^{\hat{p}+2} + h^p) + O(\varepsilon h^2), \quad z_n - z(x_n) = O(h^{\hat{p}+1} + h^p) + O(\varepsilon h)
$$

The proof of the theorems below will be a consequence of the results of sections 5 to 7. We start by considering the limit case $\varepsilon = 0$ (the reduced problem or problems of index 1) for problem (2).

Theorem 3.1 (type A). Consider the stiff problem (2), (8) with initial values $y(0), z(0)$ admitting a smooth solution. Apply the type-A IMEX R-K method (3)–(5) and let $p$ be the order of explicit scheme. Assume that the method with coefficients $b_i$ and $a_{ij}$ is $A$-stable, that the stability function satisfies $|R(\infty)| < 1$, and that $a_{ii} > 0$ for all $i$. Furthermore, assume that the weights satisfy the condition $b_i = b_i$ for $i = 1, \ldots, s$.

Then if $\sum_{i,j=1}^{s} b_i \omega_{ij} \tilde{c}_j = 1$, with $\omega_{ij}$ elements of the inverse matrix of $A$, for any fixed constant $C > 0$, the global error satisfies

$$
y_n - y(t_n) = O(h^p) + O(\varepsilon h^2), \quad z_n - z(t_n) = O(h^2)
$$

for $\varepsilon \leq Ch$; otherwise, we obtain

$$
y_n - y(t_n) = O(h^p) + O(\varepsilon), \quad z_n - z(t_n) = O(h).
$$

If in addition $a_{ii} = b_i$ and $\tilde{a}_{ii} = \tilde{b}_i$ for all $i$, we have $z_n - z(x_n) = O(h^p) + O(\varepsilon h^2)$. The estimates hold uniformly for $h \leq h_0$ and $nh \leq \text{Const}$.

Theorem 3.2 (type CK). Consider the stiff problem (2), (8) with initial values $y(0), z(0)$ admitting a smooth solution. Apply the type-CK IMEX R-K method (3)–(5) with invertible matrix $\hat{A}$ and let $p$ be the order of the explicit scheme. Assume that the method, with coefficients $b_i$ and $a_{ij}$, is $A$-stable, that the stability function satisfies $|R(\infty)| < 1$, and that $a_{ii} > 0$ for all $i$. Assume that the weights satisfy the condition $b_i = b_i$ for $i = 1, \ldots, s$ and that the method is stiffly accurate. Then, for any fixed constant $C > 0$, the global error satisfies, for $\varepsilon \leq Ch$,

$$
y_n - y(x_n) = O(h^{\hat{p}+2} + h^p) + O(\varepsilon h^2), \quad z_n - z(x_n) = O(h^{\hat{p}+1} + h^p) + O(\varepsilon h)
$$

The proof of the theorems below will be a consequence of the results of sections 5 to 7. We start by considering the limit case $\varepsilon = 0$ (the reduced problem or problems of index 1) for problem (2).

Theorem 3.1 (type A). Consider the stiff problem (2), (8) with initial values $y(0), z(0)$ admitting a smooth solution. Apply the type-A IMEX R-K method (3)–(5) and let $p$ be the order of explicit scheme. Assume that the method with coefficients $b_i$ and $a_{ij}$ is $A$-stable, that the stability function satisfies $|R(\infty)| < 1$, and that $a_{ii} > 0$ for all $i$. Furthermore, assume that the weights satisfy the condition $b_i = b_i$ for $i = 1, \ldots, s$.

Then if $\sum_{i,j=1}^{s} b_i \omega_{ij} \tilde{c}_j = 1$, with $\omega_{ij}$ elements of the inverse matrix of $A$, for any fixed constant $C > 0$, the global error satisfies

$$
y_n - y(t_n) = O(h^p) + O(\varepsilon h^2), \quad z_n - z(t_n) = O(h^2)
$$

for $\varepsilon \leq Ch$; otherwise, we obtain

$$
y_n - y(t_n) = O(h^p) + O(\varepsilon), \quad z_n - z(t_n) = O(h).
$$

If in addition $a_{ii} = b_i$ and $\tilde{a}_{ii} = \tilde{b}_i$ for all $i$, we have $z_n - z(x_n) = O(h^p) + O(\varepsilon h^2)$. The estimates hold uniformly for $h \leq h_0$ and $nh \leq \text{Const}$.
with \( \tilde{q} = \min \{ \tilde{q}_s, \tilde{q}_i + 1 \} \) for all \( i = 2, \ldots, s - 1 \). The estimates hold uniformly for \( h \leq h_0 \) and \( nh \leq \text{Const} \).

**Corollary 3.1 (type ARS).** Under the same assumptions of Theorem 3.2 and with \( b_1 = 0 \), the global error satisfies (9). These estimates hold uniformly for \( h \leq h_0 \) and \( nh \leq \text{Const} \).

**Remark.** Next, we shall show that if the method of type ARS is not stiffly accurate, one obtains the following estimates:

\[
y_n - y(x_n) = O(h^p + h^3) + O(\varepsilon h^2), \quad z_n - z(x_n) = O(h^p + h^2) + O(\varepsilon h).
\]

### 3.1. Numerical evidence.

Before we provide proof of the main theorems, we present numerical results for the different types of IMEX R-K methods developed in the literature (see, e.g., [8], [1], [18], [19]), which confirm the theoretical prediction. Specifically, we will conduct convergence tests to compare the performance of different types of methods. As an example of a stiff problem (2) we consider one of the simplest nonlinear equations (describing nonlinear oscillations) in the stiff literature, the *van der Pol equation*

\[
y' = z, \quad \varepsilon z' = (1 - y^2)z - y
\]

with \( 0 \leq \varepsilon \ll 1 \). When the stiffness parameter \( \varepsilon \) is sufficiently small, numerical results confirm order reduction especially for the algebraic \( z \)-component. In our experiment, errors are computed by choosing initial values

\[
y(0) = 2, \quad z(0) = -\frac{2}{3} + \frac{10}{81}\varepsilon - \frac{292}{2187}\varepsilon^2 - \frac{1814}{19683}\varepsilon^3 + O(\varepsilon^4)
\]

such that the solution is smooth, and \( \varepsilon = 10^{-6} \). In the following figures we have plotted the relative global error at \( t_{\text{end}} = 0.55139 \) as a function of the step size \( h \), which was taken to be a constant over the considered interval \( [0, t_{\text{end}}] \). We use logarithmic scales in both directions. The relative global error behaves like \( C \cdot h^r \), where \( r \) is the slope of the straight line and \( C \) is a constant. We have indicated this behavior in all figures.

Table 1 shows the different types of IMEX R-K methods together with the global errors predicted by Theorems 3.1 and 3.2 and Corollary 3.1. Several conclusions are drawn from the numerical tests.

### 3.2. Discussion.

(a) In Figures 1–7 we see that whenever \( p \) is small or \( h \) is very large the \( O(h^p) \) term is dominant in the \( z \)-component, whereas the other terms can be seen behaving otherwise. Furthermore the estimates in Table 1 demonstrate order reduction for the algebraic component in every type of method for a sufficiently stiff parameter \( (\varepsilon = 10^{-6}) \).

(b) An important ingredient, suggested by the analysis, is the condition \( \tilde{b}_i = b_i \) for all \( i \). Such a choice provides a significant benefit for the differential \( y \)-component. In fact the ARS(4, 4, 3) method does not satisfy this condition, and for the \( y \)-component the global error drops to first order for a range of the step \( h \). Note, however, that in Theorems 6.1 and 6.2 a satisfactory theoretical explanation of this fact is given.

In particular, the ARS(4, 4, 3) method satisfies the conditions \( \tilde{a}_{si} = b_i, \tilde{a}_{si} = \tilde{b}_i \) for all \( i \), and in the next sections we shall observe that as a consequence of the above the \( z \)-component has the same estimate of the convergence rate as the \( y \)-component, justifying the behavior shown in Figure 3.
Table 1
Global errors predicted by theorems for the van der Pol equation.

<table>
<thead>
<tr>
<th>Method</th>
<th>Stiffly accurate</th>
<th>$y$-comp.</th>
<th>$z$-comp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARS(3, 4, 3), [1]</td>
<td>yes</td>
<td>$h^3 + \varepsilon h^2$</td>
<td>$h^2$</td>
</tr>
<tr>
<td>MARS(3, 4, 3)</td>
<td>yes</td>
<td>$h^3 + \varepsilon h^2$</td>
<td>$h^3 + \varepsilon h$</td>
</tr>
<tr>
<td>ARS(4, 4, 3), [1]</td>
<td>yes</td>
<td>$h_3 + \varepsilon h$</td>
<td>$h^3 + \varepsilon h$</td>
</tr>
<tr>
<td>ARK5(4)8L[2]SA, [8]</td>
<td>yes</td>
<td>$h^4 + \varepsilon h^2$</td>
<td>$h^3 + \varepsilon h$</td>
</tr>
<tr>
<td>ARK4(3)6L[2]SA, [8]</td>
<td>yes</td>
<td>$h^4$</td>
<td>$h^3 + \varepsilon h$</td>
</tr>
<tr>
<td>MARK3(2)4L[2]SA</td>
<td>yes</td>
<td>$h^3$</td>
<td>$h^3 + \varepsilon h$</td>
</tr>
<tr>
<td>IMEX-SSP2(3, 3, 2), [18]</td>
<td>yes</td>
<td>$h^2$</td>
<td>$h^2$</td>
</tr>
<tr>
<td>IMEX-SSP3(3, 3, 2), [18]</td>
<td>no</td>
<td>$h^3 + \varepsilon h$</td>
<td>$h$</td>
</tr>
<tr>
<td>IMEX-SSP3(4, 3, 3), [18]</td>
<td>no</td>
<td>$h^3 + \varepsilon h$</td>
<td>$h$</td>
</tr>
</tbody>
</table>

Fig. 1. Global error versus the step size $h$ for the ARS(3, 4, 3)-IMEX method using the van der Pol equation with $\varepsilon = 10^{-6}$. On the left-hand side is the $y$-component; on the right-hand side is the $z$-component.

Fig. 2. Global error versus the step size $h$ for the MARS(3, 4, 3)-IMEX method using the van der Pol equation with $\varepsilon = 10^{-6}$. On the left-hand side is the $y$-component; on the right-hand side is the $z$-component.
Fig. 3. Global error versus the step size $h$ for the ARS(4, 4, 3)-IMEX method using the van der Pol equation with $\varepsilon = 10^{-6}$. On the left-hand side is the $y$-component; on the right-hand side is the $z$-component.

Fig. 4. Global error versus the step size $h$ for the ARK3(2)4L2SA-IMEX method using the van der Pol equation with $\varepsilon = 10^{-6}$. On the left-hand side is the $y$-component; on the right-hand side is the $z$-component.

Fig. 5. Global error versus the step size $h$ for the MARK3(2)4L2SA-IMEX method using the van der Pol equation with $\varepsilon = 10^{-6}$. On the left-hand side is the $y$-component; on the right-hand side is the $z$-component.
(c) As noted in [8], according to the estimated convergence rates for differential and algebraic variables in [8, Table 12], several IMEX ARK$_2$ methods confirm the theoretical estimates given in Theorem 3.2. For instance, in order to justify the behavior observed in Figure 6, several pertinent assumptions are satisfied: $b_2 = \tilde{b}_2 = 0$ as well as the formula

$$\sum_{j=1}^{s} \tilde{a}_{ij} c_j = \frac{c_i^2}{2}$$

for $i = 3, \ldots, s$. Thus, using these assumptions, we achieve the estimates in Theorem 3.2.

(d) Finally, it is worth mentioning that the IMEX-SSP$_3(4,3,3)$ scheme, as shown in Figure 7, exhibits order reduction both in the differential and algebraic components. Similarly, plots for the IMEX-SSP$_3(3,3,2)$ scheme yield similar results. This behavior appears since the IMEX-SSP$_3(3,3,2)$ and IMEX-SSP$_3(4,3,3)$ schemes don’t satisfy the condition $\sum_{i,j} b_{i}\omega_{ij} \tilde{c}_j = 1$ required in Theorem 3.1. On the other hand, the IMEX-SSP$_2(3,3,2)$ scheme satisfies this condition so it achieves the anticipated convergence rate.
Improvements of existing schemes. A most relevant point demonstrated by this test is that methods such as modified ARK3(2)4L[2]SA (MARK3(2)4L[2]SA) and modified ARS(3, 4, 3) (MARS(3, 4, 3)) produce an estimate for the $z$-component of the following form:

\begin{equation}
\left. z_n - z(t_n) \right| = \mathcal{O}(h^3) + \mathcal{O}(\varepsilon^2) + \mathcal{O}(\varepsilon^2) + \mathcal{O}(\varepsilon^2).
\end{equation}

In this result the term $\mathcal{O}(\varepsilon^2)$ can be neglected since $\varepsilon \ll h$. Furthermore, to illustrate the results shown in Figures 2 and 5, we note that if the step size $h > \varepsilon^{1/2}$, the $\mathcal{O}(h^3)$ term is dominant; otherwise the term $\mathcal{O}(\varepsilon h)$ can be observed. A singularity appears in the neighborhood of $h \approx \varepsilon^{1/2}$ where we have a cancellation of error terms $\mathcal{O}(h^3)$ and $\mathcal{O}(\varepsilon h)$ with error constants of an opposite sign.

Therefore, the modified schemes give an improvement in the error estimate for the $z$-component when compared to the ARK3(2)4L[2]SA and ARS(3, 4, 3) methods. In the following sections we will see that the global error estimates of these methods depend on $\tilde{q}$, where $\tilde{q} = \min \{ \tilde{q}_i \}$ for all $i = 2, \ldots, s - 1$. This fact enables us to construct methods with more accuracy. Notice the following:

(i) For the MARS(3, 4, 3) method, a natural way to achieve the error estimate (13) is to increase from 1 to 2 the stage order in the explicit scheme so that $q = 2$.

(ii) In order to reach estimate (13) in the case of the MARK3(2)4L[2]SA method, we suggest using formula (12), for $i = 3, \ldots, s$, in the explicit scheme accompanied by the assumption $b_2 = 0$. The assumption $b_2 = 0$ is necessary because the assumption (12) cannot be satisfied for $i = 2$; otherwise we would have $c_2 = 0$ and the method would be equivalent to one with fewer stages.

4. Asymptotic expansion. To obtain our main results in a general setting, we start from the $\varepsilon$-expansion of the exact solution of problem (2). Here, in particular, we are interested in smooth solutions which are of the form

\begin{equation}
\begin{align}
y(t) &= y_0(t) + \varepsilon y_1(t) + \varepsilon^2 y_2(t) + \cdots, \\
z(t) &= z_0(t) + \varepsilon z_1(t) + \varepsilon^2 z_2(t) + \cdots,
\end{align}
\end{equation}

where $y_i(t)$ and $z_i(t)$ are $\varepsilon$-independent functions, which are solutions of a sequence of DAEs of arbitrary index.

The aim in this section is to analyze the $\varepsilon$-expansion of the numerical solution for problem (2) and verify how a sequence of differential-algebraic systems arise in the study of such a problem. A general and detailed investigation about the $\varepsilon$-expansion of the exact solution for problem (2) is given in [13] and [16].

We consider the IMEX R-K method (3), (5). We formally expand the quantities $Y_{ni}$, $k_{ni}$, $y_n$, $Z_{ni}$, $\ell_{ni}$, and $z_n$ into powers of $\varepsilon$ with $\varepsilon$-independent coefficients:

\begin{equation}
\begin{align}
y_n &= y_n^0 + \varepsilon y_n^1 + \varepsilon^2 y_n^2 + \cdots, \\
Y_{ni} &= Y_{ni}^0 + \varepsilon Y_{ni}^1 + \varepsilon^2 Y_{ni}^2 + \cdots, \\
k_{ni} &= k_{ni}^0 + \varepsilon k_{ni}^1 + \varepsilon^2 k_{ni}^2 + \cdots, \\
z_n &= z_n^0 + \varepsilon z_n^1 + \varepsilon^2 z_n^2 + \cdots, \\
Z_{ni} &= Z_{ni}^0 + \varepsilon Z_{ni}^1 + \varepsilon^2 Z_{ni}^2 + \cdots, \\
\ell_{ni} &= \ell_{ni}^{-1} + \varepsilon \ell_{ni}^0 + \varepsilon^2 \ell_{ni}^1 + \varepsilon^2 \ell_{ni}^2 + \cdots.
\end{align}
\end{equation}
Because of the linearity of relations (3) and (5) we have to order $\varepsilon^\nu$, with $\nu = -1$,

\begin{equation}
0 = h \sum_{j=1}^{i} a_{ij} \ell_{nj}^{-1}, \quad 0 = h \sum_{i=1}^{s} b_i \ell_{ni}^{-1}
\end{equation}

and, for $\nu \geq 0$,

\begin{equation}
\begin{pmatrix}
y_{n+1}^\nu \\
z_{n+1}^\nu
\end{pmatrix} = \begin{pmatrix}
y_n^\nu \\
z_n^\nu
\end{pmatrix} + h \sum_{i=1}^{s} \begin{pmatrix}
b_i k_i^\nu \\
b_i l_i^\nu
\end{pmatrix},
\end{equation}

\begin{equation}
\begin{pmatrix}
Y_{n+1}^\nu \\
Z_{n+1}^\nu
\end{pmatrix} = \begin{pmatrix}
y_n^\nu \\
z_n^\nu
\end{pmatrix} + h \left( \sum_{j=1}^{i-1} a_{ij} \ell_{nj}^\nu \right).
\end{equation}

Inserting (15b), (15c), (15e), and (15f) into (4) and comparing equal powers of $\varepsilon$, we obtain

\begin{equation}
\varepsilon^0 : \begin{cases}
0_{n_i}^0 = f(Y_{n_i}^0, Z_{n_i}^0), \\
\ell_{n_i}^{-1} = g(Y_{n_i}^0, Z_{n_i}^0),
\end{cases}
\end{equation}

\begin{equation}
\varepsilon^1 : \begin{cases}
k_{n_i}^1 = f_y(Y_{n_i}^0, Z_{n_i}^0) Y_{n_i}^1 + f_z(Y_{n_i}^0, Z_{n_i}^0) Z_{n_i}^1, \\
\ell_{n_i}^{-1} = g_y(Y_{n_i}^0, Z_{n_i}^0) Y_{n_i}^1 + g_z(Y_{n_i}^0, Z_{n_i}^0) Z_{n_i}^1,
\end{cases}
\end{equation}

\begin{equation}
\varepsilon^{\nu} : \begin{cases}
k_{n_i}^{\nu} = f_y(Y_{n_i}^0, Z_{n_i}^0) Y_{n_i}^{\nu} + f_z(Y_{n_i}^0, Z_{n_i}^0) Z_{n_i}^{\nu} + \varphi_{\nu}(Y_{n_i}^0, Z_{n_i}^0, \ldots, Y_{n_i}^{\nu-1}, Z_{n_i}^{\nu-1}), \\
\ell_{n_i}^{-1} = g_y(Y_{n_i}^0, Z_{n_i}^0) Y_{n_i}^{\nu} + g_z(Y_{n_i}^0, Z_{n_i}^0) Z_{n_i}^{\nu} + \psi_{\nu}(Y_{n_i}^0, Z_{n_i}^0, \ldots, Y_{n_i}^{\nu-1}, Z_{n_i}^{\nu-1}).
\end{cases}
\end{equation}

Since (4) has a similar form to (2), the formulas (19a), (19b), and (19c) are exactly the same as those of the expansion in powers of $\varepsilon$ for the exact solution (see [13] and [12]). In response to this fact, it follows that the coefficients $y_n^0, z_n^0, y_1^1, z_1^1, \ldots$ represent the numerical solution of an arbitrary IMEX R-K method applied to DAEs of arbitrary index. Finally, subtracting (15a) and (15d) from (14), we get formally

\begin{equation}
y_n - y(t_n) = \sum_{\nu \geq 0} \varepsilon^\nu (y_n^\nu - y_\nu(t_n)), \quad z_n - z(t_n) = \sum_{\nu \geq 0} \varepsilon^\nu (z_n^\nu - z_\nu(t_n)).
\end{equation}

Hence, the error of the numerical solution possesses an $\varepsilon$-expansion whose coefficients are the errors of the method applied to the differential-algebraic system. Clearly, in order to study this error, one will investigate only the differences $y_n^\nu - y_\nu(t_n)$, $z_n^\nu - z_\nu(t_n)$.

**5. Zeroth-order expansion (index 1).** From an arbitrary SPP (2) now we want to study the behavior of the global error of different types of IMEX R-K schemes for $\varepsilon \to 0$. In this section we start by studying the limiting case $\varepsilon = 0$. This gives us the corresponding reduced problem

\begin{equation}
y' = f(y, z), \\
0 = g(y, z).
\end{equation}
We assume that $g_z(y, z)$ is invertible in a neighborhood of the solution of (21). This assumption guarantees the solvability of (21) and that the equation $g(y, z) = 0$ possesses a locally unique solution (implicit function theorem). Furthermore, the same assumption guarantees that system (21) is a differential-algebraic one of index 1 [13]. Therefore, our first goal is to consider the different types of schemes applied to the reduced problem.

**Type A.** An IMEX R-K method of type A applied to the reduced problem has the form

\begin{align}
(22a) & \quad Y_{ni} = y_n + h \sum_{j=1}^{i-1} \tilde{a}_{ij} f(Y_{nj}, Z_{nj}), \\
(22b) & \quad 0 = g(Y_{ni}, Z_{ni}), \\
(22c) & \quad y_{n+1} = y_n + h \sum_{i=1}^{s} \tilde{b}_i f(Y_{ni}, Z_{ni}), \\
(22d) & \quad z_{n+1} = R(\infty) z_n + \sum_{i,j=1}^{s} b_{ij} \omega_{ij} Z_{nj}.
\end{align}

**Remarks.** (a) By the implicit function theorem applied to (22b), we have $Z_{ni} = G(Y_{ni})$ for $i = 1, \ldots, s$. Consequently, by $Y_{ni} = y(t_n + \tilde{c}_i h) + O(h^{\tilde{p}+1})$, it follows that the internal stages $Z_{ni}$ depend on the coefficients $\tilde{c}_i$ of the explicit scheme.

(b) Concerning system (21), the $y$-component can be interpreted as the numerical solution of the ordinary differential equation $y' = f(y, H(y))$ with $z = H(y)$ (implicit function theorem). Therefore, for the method (22a)–(22d) we have

$$y_n - y(t_n) = O(h^p),$$

because the formulas (22a), (22b), and (22c) are independent of $z_n$ with $p$ the order of the explicit scheme. Thus, we have only to prove a convergence result for the $z$-component.

**Type CK.** By Definition 2.4, we assume submatrix $\hat{A}$ is invertible. By (16), we have $0 = h a_{i1} \ell_{n1}^{-1} + h \sum_{j=2}^{s} a_{ij} \ell_{nj}^{-1}$ for $i = 2, \ldots, s$. Now, by the fact that $\ell_{n1}^{-1} = g(y_n, z_n)$, we obtain

\begin{equation}
\ell_{ni}^{-1} = \alpha_i g(y_n, z_n),
\end{equation}

where $\alpha_i = - \sum_{i,j=2}^{s} \hat{\omega}_{ij} a_{j1}$ for $i = 2, \ldots, s$, with $\hat{\omega}_{ij}$ elements of the inverse matrix of $\hat{A}$.

Now, looking at (16), Lemma 5.1 follows from (23) and $\ell_{n1}^{-1} = g(y_n, z_n)$.

**Lemma 5.1.** The condition

\begin{equation}
b_1 + \sum_{i=2}^{s} b_i \alpha_i = 0
\end{equation}

is automatically satisfied if the IMEX R-K method of type CK is stiffly accurate.

Therefore we assume that the method is stiffly accurate in the implicit part. This, moreover, yields $z_{n+1} = Z_{ns}$. Next we will use this lemma.
Then for the reduced problem a type-CK IMEX R-K scheme is defined by

\[ Y_{ni} = y_n + h \sum_{j=1}^{i-1} \tilde{a}_{ij} f(Y_{nj}, Z_{nj}), \]  
\[ y_{n+1} = y_n + h \sum_{i=1}^{s} \tilde{b}_i f(Y_{ni}, Z_{ni}), \]  
\[ g(Y_{ni}, Z_{ni}) = \alpha_i g(y_n, z_n), \quad i = 2, \ldots, s - 1, \]  
\[ g(Y_{ns}, z_{n+1}) = \alpha_s g(y_n, z_n). \]

**Type ARS.** Since this is a particular case of CK with \( a_{i1} = 0 \) it follows that \( \alpha_i = 0 \) and \( G(Y_{ni}, Z_{ni}) = 0 \) for \( i = 2, \ldots, s \). As an immediate consequence, we get explicitly \( z_{n+1} = R(\infty) z_n + \sum_{i,j=2}^{s} b_{ij} \hat{\omega}_{ij} Z_{nj} \). In particular, if the method is stiffly accurate, \( z_{n+1} = Z_{ns} \). In particular more theoretical insight into this type ARS shows that if we have \( a_{si} = b_i \) and \( \hat{a}_{si} = \hat{b}_i \) for \( i = 1, \ldots, s \), it also follows that \( g(y_{n+1}, z_{n+1}) = 0 \). Thus if \( g_z(y, z) \) is invertible, we may express \( z_{n+1} \) as a function of \( y_{n+1} \), and therefore we can declare that the \( z \)-component has the same asymptotic error estimate as the \( y \)-component.

After having understood the structure of each method, we are now in a position to prove the following results. All the theorems below are built on the assumption that the reduced problem satisfies (8) in a neighborhood of the exact solution \((y(t), z(t))\), and we assume that the initial values are consistent, i.e., \( g(y_0, z_0) = 0 \).

**Theorem 5.1 (type A).** Consider an IMEX R-K method of type A. Let \( p \) be the classical order of the explicit R-K method. Assume that the stability function of the implicit scheme satisfies \( |R(\infty)| < 1 \). Then the numerical solution of (22a)–(22d) has global error

\[ z_n - z(t_n) = \begin{cases} O(h^2) & \text{if } \sum_{i,j=1}^{s} b_{ij} \hat{\omega}_{ij} \hat{c}_j = 1, \\ O(h) & \text{if } \sum_{i,j=1}^{s} b_{ij} \hat{\omega}_{ij} \hat{c}_j \neq 1. \end{cases} \]

The estimates (26) hold uniformly for \( t_n - t_0 = nh \leq \text{Const.} \)

**Proof.** We denote the global error by \( \Delta z_n = z_n - z(t_n) \) and \( R(\infty) = \rho \). By remark (b), we get \( Z_{ni} = z(t_n) + \hat{c}_i h z'(t_n) + O(h^2) \). Now, inserting it into (22d) and considering \( z(t_{n+1}) = z(t_n) + h z'(t_n) + O(h^2) \), one obtains

\[ \Delta z_{n+1} = \rho \Delta z_n + \sum_{i,j=1}^{s} b_{ij} \hat{\omega}_{ij} \hat{c}_j - 1 \]  
\[ h z'(t_n) + O(h^2), \]

which allows us to conclude that

\[ \Delta z_{n+1} = \begin{cases} \rho \Delta z_n + \delta_{n+1} & \text{if } \sum_{i,j=1}^{s} b_{ij} \hat{\omega}_{ij} \hat{c}_j = 1, \\ \rho \Delta z_n + \delta_{n+1} & \text{if } \sum_{i,j=1}^{s} b_{ij} \hat{\omega}_{ij} \hat{c}_j \neq 1, \end{cases} \]

where

\[ \delta_{n+1} = \begin{cases} O(h^2) & \text{if } \sum_{i,j=1}^{s} b_{ij} \hat{\omega}_{ij} \hat{c}_j = 1, \\ O(h) & \text{if } \sum_{i,j=1}^{s} b_{ij} \hat{\omega}_{ij} \hat{c}_j \neq 1. \end{cases} \]
Finally, repeated insertion of these formulas gives

\[
\Delta z_n = \left\{ \begin{array}{ll}
\sum_{j=1}^{n} \rho^{n-j} \delta_j & \text{if } \sum_{i,j=1}^{n} b_{ij} \omega_{ij} \tilde{c}_j = 1, \\
\sum_{j=1}^{n} \rho^{n-j} \delta_j & \text{if } \sum_{i,j=1}^{n} b_{ij} \omega_{ij} \tilde{c}_j \neq 1
\end{array} \right.
\]

because \( \Delta z_0 = 0 \). Thus, by the hypothesis |\( \rho \)| < 1, we obtain

\[
\Delta z_n = \left\{ \begin{array}{ll}
\mathcal{O}(h^2) & \text{if } \sum_{i,j=1}^{n} b_{ij} \omega_{ij} \tilde{c}_j = 1, \\
\mathcal{O}(h) & \text{if } \sum_{i,j=1}^{n} b_{ij} \omega_{ij} \tilde{c}_j \neq 1.
\end{array} \right.
\]

Remark. If the IMEX R-K method is stiffly accurate, it follows by (22b) that \( z_n+1 = Z_n = G(Y_n) \). By remark (b), since we get \( Z_n - z(t_n + \tilde{c}_h) = G(Y_n) - G(y(t_n + \tilde{c}_h)) = \mathcal{O}(h^{\tilde{q}+1}) \), if \( \tilde{c}_h = 1 \), this proves the following estimate: \( z_n - z(t_n) = \mathcal{O}(h^{\tilde{q}+1}) \). Moreover, if in the explicit part we also have \( \tilde{a}_{si} = b_i \) for \( i = 1, \ldots, s \), this yields \( y_{n+1} = Y_n \). Therefore, by \( g(y_{n+1}, z_{n+1}) = 0 \) and by the implicit function theorem, it follows that \( z_{n+1} = G(y_{n+1}) \), and in this situation the estimate is \( z_n - z(t_n) = \mathcal{O}(h^{p}) \).

THEOREM 5.2 (type CK). Consider an IMEX R-K method of type KC stiffly accurate with invertible matrix \( A \) and weights \( b_i = b_i \) for \( i = 1, \ldots, s \). Let \( p \) be the order of explicit scheme. Assume that the stability function of the implicit scheme satisfies \( |R(\infty)| < 1 \) and \( \delta = |\alpha_i| < 1 \). Then the numerical solution of (25a)-(25d) has global error

\[
y_n - y(t_n) = \mathcal{O}(h^{\tilde{q}+2}) + \mathcal{O}(h^p), \quad z_n - z(t_n) = \mathcal{O}(h^{\tilde{q}+1}) + \mathcal{O}(h^p)
\]

with \( \tilde{q} = \min \{ \tilde{q}_i, \tilde{q}_i + 1, \ i = 2, \ldots, s-1 \} \). These estimates holds uniformly for \( nh \leq \text{Const.} \)

Proof. By the relation (23), it follows that

\[
g(Y_{ni}, Z_{ni}) = \alpha_i g(y_n, z_n),
\]

so that \( Z_{ni} \) is a function of \( Y_{ni}, y_n, \) and \( z_n \) for \( i = 2, \ldots, s \). On the other hand, to provide an optimal estimate for the local error of the \( y \)-component we introduce the internal stages \( U_{ni}, V_{ni} \) that satisfy the relation

\[
g(U_{ni}, V_{ni}) = \alpha_i g(y(t_n), z(t_n))
\]

for \( i = 2, \ldots, s \). Of course, this implies that \( V_{ni} \) is a function of \( U_{ni}, y(t_n), \) and \( z(t_n) \). Also, the internal stage \( U_{ni} \) is defined as

\[
U_{ni} = y(t_n) + h \left( \tilde{a}_{i1} y'(t_n) + \sum_{j=2}^{i-1} \tilde{a}_{ij} f(U_{nj}, V_{nj}) + \sum_{j=2}^{i-1} \tilde{a}_{ij} f(U_{nj}, V_{nj}) \right),
\]

where \( y'(t_n) = f(y(t_n), z(t_n)) \) is the exact solution of \( y(t) \) in \( t_n \).

Next we shall use the abbreviation \( g_z(t_n) = g_z(y(t_n), z(t_n)), \ f_y(t_n) = f_y(y(t_n), z(t_n)) \), and denote \( \Delta y_n = y_n - y(t_n) \) and \( \Delta z_n = z_n - z(t_n) \).

Our proof proceeds in two parts, referred to as (a) and (b).

(a) We first estimate the differences \( \|Z_{ni} - V_{ni}\|, \|Y_{ni} - U_{ni}\| \) of the internal stages. For this, we subtract \( Y_{ni} = y_n + h(\tilde{a}_{i1} y'(y_n, z_n) + \sum_{j=2}^{i-1} \tilde{a}_{ij} f(Y_{nj}, Z_{nj})) \) from (34) to obtain

\[
\|Y_{ni} - U_{ni}\| \leq \|\Delta y_n\| + \mathcal{O}(h \|y_n\| + h \|\Delta z_n\|) + \sum_{j=2}^{i-1} |\tilde{a}_{ij}| \|Z_{nj} - V_{nj}\|
\]
for $i = 2, \ldots, s$ by the use of a Lipschitz condition for $f$.

We now linearize (32) and (33). Subtracting the two quantities, by the use of (35) and the condition $g_1^{-1}(t_n + c_i h)g_2(t_n) = I + O(h)$, we obtain
\begin{equation}
\|Z_n - V_n\| \leq |\alpha_i| \|\Delta z_n\| + O(h \|\Delta z_n\|) + O(\|\Delta y_n\|).
\end{equation}

(b) Our next aim is to prove the recursion
\begin{equation}
\left( \begin{array}{c}
\|\Delta y_{n+1}\| \\
\|\Delta z_{n+1}\|
\end{array} \right) \leq \left( \begin{array}{cc}
1 + O(h) & O(h^2) \\
\delta + O(h) & \delta + O(h)
\end{array} \right) \left( \begin{array}{c}
\|\Delta y_n\| \\
\|\Delta z_n\|
\end{array} \right) + \left( \begin{array}{c}
O(h^{p+1}) \\
O(h^{p+1})
\end{array} \right).
\end{equation}

For the verification of the first relation in (37) we again linearize the quantities $y(t_n + h)$ and $y_{n+1}$ to obtain
\begin{equation}
\Delta y_{n+1} = \Delta y_n + h\tilde{b}_1(f_y(t_n)\Delta y_n + f_z(t_n)\Delta z_n) + h \sum_{i=2}^{s} \tilde{b}_i(f_y(t_n)(Y_{ni} - U_{ni})
\end{equation}
\begin{equation}
+ f_z(t_n)(Z_{ni} - V_{ni})) + O(h^2 \|y_n\| + h^2 \|z_n\|) + O(h^{p+1}),
\end{equation}
and inserting (35) and (36) into (38), we get
\begin{equation}
\|\Delta y_{n+1}\| \leq (1 + C_1 h) \|\Delta y_n\| + C_2 h^2 \|\Delta z_n\| + O(h^{p+1}).
\end{equation}

In (39), we applied the statement of Lemma 5.1.

Now we compute the second relation in (37) from (25d) and its exact expression $g(y(t_n + c_i h), z(t_{n+1})) = \alpha_s g(y(t_n), z(t_n))$. Linearizing and subtracting the two quantities, respectively, we obtain
\begin{equation}
\Delta z_{n+1} = -g_1^{-1}(t_n + c_i h)g_2(t_n)\Delta Y_{ns} + \alpha_s g_1^{-1}(t_n + c_i h)g_2(t_n)y_n
\end{equation}
\begin{equation}
+ \alpha_s g_1^{-1}(t_n + c_i h)g_2(t_n)z_n + O\left(\|\Delta y_n\|^2 + \|\Delta z_n\|^2\right).
\end{equation}

We now assume that
\begin{equation}
\|\Delta y_n\| \leq Ch, \quad \|\Delta z_n\| \leq Ch,
\end{equation}
with some fixed constant $C$.
\footnote{This statement should be interpreted to mean that if $h$ is sufficiently small, the numerical solution will never violate the conditions (40).}

Therefore, by $g_2^{-1}(t_n + h)g_2(t_n) = I + O(h)$, it follows that
\begin{equation}
\|\Delta z_{n+1}\| \leq |\alpha_s| \|\Delta z_n\| + O\left(\|\Delta y_n\| + h \|\Delta z_n\|\right) + O(\|\Delta Y_{ns}\|)
\end{equation}
as long as assumption (40) is satisfied. Now, using
\begin{equation}
\Delta Y_{ni} = \Delta y_n + h \sum_{j=1}^{i-1} \tilde{a}_{ij} \Delta k_{nj} + O(h^{\tilde{a}_{i+1}})
\end{equation}
and a Lipschitz condition for $f$ gives
\begin{equation}
\|\Delta k_{ni}\| \leq M \|\Delta Y_{ni}\| + N \|\Delta Z_{ni}\|.
\end{equation}
In order to find an optimal estimate of (41) we proceed as follows. The linearization of (32) and the exact expression
\[ g(y(t_n + \hat{c}i h), z(t_n + \hat{c}h)) = \alpha_i g(y(t_n), z(t_n)) \]
yields
\[ \|\Delta Z_{ni}\| \leq |\alpha_i| \|\Delta z_n\| + \mathcal{O}(h \|\Delta z_n\| + \|\Delta y_n\|) + \mathcal{O}(\|\Delta Y_{ni}\|). \]

Inserted into (43), with the help of (42) after repeated insertions of \( \|\Delta Y_{ni}\| \), and setting \( i = s \), we obtain
\[ \|\Delta Y_{ns}\| \leq \|\Delta y_n\| + hC_1 (\|\Delta y_n\| + \|\Delta z_n\|) + hC_2 (|\alpha_s| \|\Delta z_n\| + \|\Delta y_n\|) + \mathcal{O}(\delta^{-1}) \]
with \( \delta = \min \{\tilde{q}_s, \tilde{q}_i + 1, i = 2, \ldots, s - 1\} \). Now putting the previous formula into (41), it follows that
\[ \|\Delta z_{n+1}\| \leq C \|\Delta y_n\| + (\delta^+ h) \|\Delta z_n\| + \mathcal{O}(\delta^{-1}) \]
where \( \delta = |\alpha_s| \). This completes the proof of formula (37).

Now applying Lemma 5.2 below to (37) gives the estimates (31) for \( nh \leq \text{Const} \), completing the proof.

**Lemma 5.2.** Let \( \{u_n\} \) and \( \{v_n\} \) be two sequences of nonnegative numbers satisfying (componentwise)
\[ \left( \begin{array}{c} u_{n+1} \\ v_{n+1} \end{array} \right) \leq \left( \begin{array}{cc} 1 + \mathcal{O}(h) & \mathcal{O}(h^2) \\ \delta & \mathcal{O}(h) \end{array} \right) \left( \begin{array}{c} u_n \\ v_n \end{array} \right) + \left( \begin{array}{c} \mathcal{O}(h^{p+1}) \\ \mathcal{O}(h^{q+1}) \end{array} \right) \]
with \( 0 \leq \delta < 1 \). Then the following estimate holds for \( nh \leq \text{Const} \) and \( h \leq h_0 \):
\[ u_n \leq C(u_0 + h^2 v_0 + h^{q+2} + h^p), \]
\[ v_n \leq C(u_0 + (\delta^+ h) v_0 + h^{q+1} + h^p). \]

The proof is similar to that of Lemma 3.9 in [13].

**Remarks.** It is worth noting that if \( b_i = \hat{b}_i \) for \( i = 1, \ldots, s \), then inserting (35) and (36) into (38) yields the nonzero quantity \( b_1 + \sum_{i=2}^s \hat{b}_i \alpha_i \). For the \( y \)-component this implies \( y_n - y(t_n) = \mathcal{O}(h^p) + \mathcal{O}(h^{q+1}) \).

**Corollary 5.1** (type ARS). Suppose that the assumptions of Theorem 5.2 are satisfied and \( b_1 = 0 \). Then the numerical solution has global error satisfying (31).

**Remarks.** We now suppose that the ARS method is not stiffly accurate. In order to obtain an optimal evaluation of \( \Delta z_n \), we proceed as follows. Since \( g(Y_{ni}, Z_{ni}) = 0 \), we get \( Z_{ni} = G(Y_{ni}) \) for \( i = 2, \ldots, s \). By the Lipschitz condition for \( G \), it follows that
\[ \|\Delta Z_{ni}\| \leq C \|\Delta Y_{ni}\|. \]
Using (42) and (43), we get
\[ \|\Delta Y_{ni}\| \leq \|\Delta y_n\| + h |\tilde{a}_{i1}| (\|\Delta y_n\| + \|\Delta z_n\|) + \mathcal{O}(h^{\tilde{r}+1}) \]
with \( \tilde{r} = \min \{\tilde{q}_i, \tilde{q}_j + 1, j = 1, \ldots, i - 1\} \). It thus follows from the numerical and exact solution that
\[ \|\Delta z_{n+1}\| \leq |\rho| \|\Delta z_n\| + C \sum_{i,j=2}^s |b_{ij} \hat{w}_{ij}| \|\Delta Y_{nj}\| + \mathcal{O}(h^{\tilde{r}+1}), \]
where \( \rho = 1 - \sum_{i,j=2}^s b_{ij} \hat{w}_{ij} \) and \( q = \min_{i \leq s} \tilde{q}_i \). Now, inserting (47) into (48) yields
\[ \|\Delta z_{n+1}\| \leq (|\rho| + C_2 h) \|\Delta z_n\| + C_1 \|\Delta y_n\| + \mathcal{O}(h^{q+1}) + \mathcal{O}(h^{q+1}), \]
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where \( \hat{r} = \min \{ \hat{r}_2, \ldots, \hat{r}_s \} \) with |\( \hat{r} \) | < 1. We now solve (39) and (49), applying again Lemma 5.2, thus obtaining for the global error

\[
y_n - y(t_n) = O(h^{p}) + O(h^{3}), \quad z_n - z(t_n) = O(h^{p}) + O(h^{3}).
\]

Observe that the estimates obtained above are given since \( q = 1 \).

It is interesting to note that if \( \hat{b}_1 \neq 0 \), in (39) we get \( \| \Delta y_{n+1} \| \leq (1+C_1 \hat{h}) \| \Delta y_n \| + C_2 \hat{h} \| \Delta z_n \| + O(h^{p+1}) \) and the proof follows as above.

**6. Higher-order expansion (higher index).** Now we study the global error of IMEX R-K methods when applied to the SPP (2). To this end, we are interested in studying the differences \( y_n^\nu - y_\nu(t_n) \) and \( z_n^\nu - z_\nu(t_n) \) from (20). All the theorems below are built on the assumption that the stability function of the implicit scheme satisfies \( |R(\infty)| < 1 \) and the weights \( \hat{b}_i = b_i \) for all \( i \). In what follows, when we use the superscript 0 in the quantities \( Y_{n_i}, Z_{n_i}, k_{n_i}, \ell_{n_i}, y_n, z_n \), we are treating the behavior of the numerical solution of the reduced problem.

**Theorem 6.1 (type A).** Consider an IMEX R-K method of type A such that \( (a_{ij}) \) is invertible. Assume (8) holds and the initial values of the differential-algebraic system of index \( \nu + 1 \) are consistent. Then if \( \sum_{ij} b_{ij}\hat{c}_j = 1 \), the global error of method (17)–(19c) satisfies, for \( \nu = 1, 2 \),

\[
\begin{align*}
y_n^\nu - y_\nu(t_n) &= O(h^{3-\nu}), \quad z_n^\nu - z_\nu(t_n) = O(h^{2-\nu}); \\
\text{otherwise}
\end{align*}
\]

\[
\begin{align*}
y_n^\nu - y_\nu(t_n) &= O(h^{2-\nu}), \quad z_n^\nu - z_\nu(t_n) = O(h^{1-\nu}).
\end{align*}
\]

**Proof.** Here we emphasize some straightforward differences with respect to Theorem 3.4 in [13].

(a) We begin by denoting the differences to the exact solution values:

\[
\begin{align*}
\Delta y_n^\nu &= y_n^\nu - y_\nu(t_n), \quad \Delta z_n^\nu = z_n^\nu - z_\nu(t_n), \\
\Delta Y_{n_i}^\nu &= Y_{n_i}^\nu - y_\nu(t_n + \hat{c}_i h), \quad \Delta Z_{n_i}^\nu = Z_{n_i}^\nu - Z_\nu(t_n + c_i h), \\
\Delta k_{n_i}^\nu &= k_{n_i}^\nu - y_\nu(t_n + \hat{c}_i h), \quad \Delta \ell_{n_i}^\nu = \ell_{n_i}^\nu - z_\nu(t_n + c_i h).
\end{align*}
\]

Furthermore we have for an IMEX R-K method

\[
\begin{align*}
\begin{pmatrix}
\Delta Y_{n_i}^\nu \\
\Delta Z_{n_i}^\nu
\end{pmatrix} &= \begin{pmatrix}
\Delta y_n^\nu \\
\Delta z_n^\nu
\end{pmatrix} + h \left( \sum_{j=1}^{s-1} \hat{a}_{ij} \Delta k_{n_j}^\nu \right) + \begin{pmatrix}
O(h^{2}) \\
O(h)
\end{pmatrix} + O(h^{\hat{r}_i+1}) + O(h^{\hat{r}_i+1}).
\end{align*}
\]

From Theorem 5.1 it follows that

\[
\begin{align*}
\Delta y_0^0 &= O(h^{p}), \quad \Delta Y_{n_i}^0 = O(h^{\hat{r}_i+1}), \\
\Delta k_0^0 &= O(h^{\hat{r}_i+1}), \quad \Delta Z_{n_i}^0 = O(h^{\hat{r}_i+1}),
\end{align*}
\]

and

\[
\Delta z_0^0 = \begin{cases} O(h^2) & \text{if } \sum_{i,j=1}^s b_{ij}\hat{c}_j = 1, \\
o(O(h)) & \text{otherwise.}
\end{cases}
\]

We also have

\[
\Delta \ell_{n_i}^0 = \begin{cases} O(h) & \text{if } \sum_{i,j=1}^s \omega_{ij}\hat{c}_j = 1, \\
o(O(1)) & \text{otherwise.}
\end{cases}
\]
Here $\omega_{ij}$ are the elements of the inverse of matrix $A$.

(b) We first consider the case $\nu = 1$. In analogy to the proof of Theorem 3.4 in [13], using the estimates (54), we deduce the following expressions:

\[
\Delta k_{ni}^1 = f_y(t_n + \hat{c}_i h)\Delta Y_{ni}^1 + f_z(t_n + \hat{c}_i h)\Delta Z_{ni}^1
\]
\[
+ O(h^{\tilde{q}_{i}+1} + h^{\tilde{q}_{i}+1} \|\Delta Y_{ni}^1\| + h^{\tilde{q}_{i}+1} \|\Delta Z_{ni}^1\|),
\]
\[
\Delta \ell_{ni}^0 = g_y(t_n + \hat{c}_i h)\Delta Y_{ni}^1 + g_z(t_n + \hat{c}_i h)\Delta Z_{ni}^1
\]
\[
+ O(h^{\tilde{q}_{j}+1} + h^{\tilde{q}_{j}+1} \|\Delta Y_{ni}^1\| + h^{\tilde{q}_{j}+1} \|\Delta Z_{ni}^1\|).\]

Here we have used the abbreviations $f_y(t) = f_y(y_0(t), z_0(t))$, $g_y(t) = g_y(y_0(t), z_0(t))$.

Therefore, inserting it into the first and using (53), we can eliminate $\Delta Y_{ni}^1$ and obtain

\[
\Delta k_{ni}^1 - (f_z g_{z}^{-1})(t_n + \hat{c}_i h)\Delta \ell_{ni}^0 = O(\|\Delta y_{ni}^1\|)
\]
\[
+ (f_y - f_z g_{z}^{-1} g_y)(t_n + \hat{c}_i h)h \sum_{j=1}^{i-1} ((f_z g_{z}^{-1})(t_n + \hat{c}_j h)\Delta \ell_{nj}^0 + O(h^{\tilde{q}_{j}+1})) + O(h^{\tilde{q}_{i}+1}).
\]

By (56), it follows that $\Delta k_{ni} = O(\|\Delta y_{ni}^1\|) + O(h)$ if $\sum_{i,j=1}^{s} b_i \omega_{ij} \hat{c}_j = 1$; otherwise $\Delta k_{ni} = O(\|\Delta y_{ni}^1\|) + O(1)$. A direct estimation of $\Delta y_{ni}^1$ proves that $\Delta y_{ni}^1 = O(h)$ if $\sum_{i,j=1}^{s} b_i \omega_{ij} \hat{c}_j = 1$; otherwise $\Delta y_{ni}^1 = O(1)$. However, these estimations are not optimal.

Following the argument in Theorem 3.4 in [13], we now introduce the new variable

\[
\Delta u_{n}^1 = \Delta y_{n}^1 - (f_z g_{z}^{-1})(t_n)\Delta z_{n}^0.
\]

At this point the only difference is that we have to treat more carefully the quantity $\Delta k_{ni} - f_z g_{z}^{-1}(t_n)\Delta \ell_{ni}^0$ for all $i$. For details we refer to [4]. Using the hypothesis $b_i = b_i$ for $i = 1, \ldots, s$, we obtain

\[
\Delta u_{n+1}^1 = \Delta u_{n}^1 + h \sum_{i=1}^{s} b_i \left( O(\|\Delta y_{n}^1\|) + O(h \|\Delta \ell_{ni}^0\|) \right)
\]
\[
+ (f_y - f_z g_{z}^{-1} g_y)(t_n + \hat{c}_i h)h \sum_{j=1}^{i-1} ((f_y - f_z g_{z}^{-1} g_y)(t_n + \hat{c}_j h)\Delta \ell_{nj}^0 + O(h^{\tilde{q}_{j}+1}))
\]
\[
+ O(h^{\tilde{q}_{i}+1}) - ((f_z g_{z}^{-1})(t_n + h) - (f_z g_{z}^{-1})(t_n))\Delta z_{n+1}^0 + O(h^{r+1}),
\]

where $O(h \|\Delta \ell_{ni}^0\|) = ((f_z g_{z}^{-1})(t_n + \hat{c}_i h) - (f_z g_{z}^{-1})(t_n))\Delta \ell_{ni}^0$. Consequently, the first relations in (56) and (55) and the fact that $((f_z g_{z}^{-1})(t_n + h) - (f_z g_{z}^{-1})(t_n)) = O(h)$ imply that

\[
\|\Delta u_{n+1}^1\| \leq (1 + Ch) \|\Delta u_{n}^1\| + O(h^3).
\]

Then we have $\Delta u_{n}^1 = O(h^2)$ for $nh \leq \text{Const}$ (observe that the initial values are assumed to be consistent, i.e., $\Delta u_{0}^1 = 0$), so that by (58) and (55) we also have $\Delta y_{ni}^1 = O(h^2)$. This implies $\Delta k_{ni}^1 = O(h)$ and $\Delta Y_{ni}^1 = O(h^2)$. The second relation in (57) proves that $\Delta Z_{ni}^1 = O(h)$. 
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In order to estimate $\Delta z^1_n$, we proceed as in Theorem 3.4 in [13] and, because $|R(\infty)| < 1$, we thus obtain $\Delta z^1_n = O(h)$. In particular, we emphasize that if we consider the second relation in (56) and (55) in a similar way, we get $\Delta y^1_n = O(h^2)$ with $\Delta k^1_{ni} = O(1)$ and, in addition, it follows from $\Delta Z^1_{ni} = O(1)$ that $\Delta z^1_n = O(1)$.

(c) The proof for general $\nu$ is similar to that of Theorem 3.4 in [13]. It is worth commenting that the only difference arises in the quantity $\Delta \ell^\nu_{ni} = O(h^{2-\nu})$ if $\sum_{ij} b_i \omega_{ij} c_j = 1$; otherwise $\Delta \ell^\nu_{ni} = O(h^{1-\nu})$. Thus the statement follows with

$$
\Delta Y^\nu_{ni} = O(h^{3-\nu}), \quad \Delta Z^\nu_{ni} = O(h^{2-\nu});
$$

if

$$
\sum_{ij} b_i \omega_{ij} c_j = 1,
$$

otherwise

$$
\Delta Y^\nu_{ni} = O(h^{2-\nu}), \quad \Delta Z^\nu_{ni} = O(h^{1-\nu}).
$$

**Theorem 6.2 (type CK).** Consider an IMEX R-K method of type CK which is stiffly accurate and such that $(\hat{a}_{ij})$ is invertible. If (8) holds and if the initial values of the differential-algebraic system of index $\nu + 1$ are consistent, then the global error of method (17)–(19c) satisfies, for $\nu = 1, 2$,

$$
y^\nu_n - y^\nu(t_n) = O(h^{3-\nu}), \quad z^\nu_n - z^\nu(t_n) = O(h^{2-\nu}).
$$

**Proof.** From Theorem 5.2 it follows that

$$
\Delta y^0_n = O(h^{\tilde{q}+2} + h^p), \quad \Delta Y^0_{ni} = O(h^{\tilde{q}+1}), \quad \Delta k^0_{ni} = O(h^{\tilde{q}+1}),
$$

$$
\Delta z^0_n = O(h^{\tilde{q}+1} + h^p), \quad \Delta Z^0_{ni} = O(h^{\tilde{q}+1}),
$$

with $\tilde{q} = \min \{q, \tilde{q}_i + 1, i = 2, \ldots, s - 1 \}$.

Again we consider the case $\nu = 1$. Here the study of convergence needs further investigation. We start by computing the difference $\Delta \ell^\nu_{n1}$. From (19b), we have $\ell^\nu_{n1} = g(y^\nu_n, z^\nu_n) y^\nu_n + g_z(y^\nu_n, z^\nu_n) z^\nu_n$, and this implies $\|\Delta \ell^\nu_{n1}\| \leq C(\|\Delta y^0_n\| + \|\Delta z^0_n\| + \|\Delta y^\nu_n\| + \|\Delta z^\nu_n\|)$. Consequently, using (53), we have

$$
\Delta \ell^\nu_{n1} = O(\|\Delta y^1_n\| + \|\Delta z^1_n\|) + h^{-1} \omega_{12} (\Delta Z^0_{n2} - \Delta z^0_n) + O(h^{\tilde{q}}) + O(h^q),
$$

where $\omega_{12}$ are the elements of the inverse matrix of $\hat{A}$. Therefore, inserting (63) into the quantity $\Delta k^1_{ni} = (f_z g_z^{-1})(t_n + \hat{h}) \Delta \ell^\nu_{n1}$ computed in the previous theorem, we obtain

$$
\Delta k^1_{ni} = h^{-1} \omega_{12} (f_z g_z^{-1})(t_n + \hat{h}) (\Delta Z^0_{n2} - \Delta z^0_n)
$$

$$
+ O(\|\Delta y^1_n\| + \|\Delta z^1_n\|) + O(h^{\tilde{q}}) + O(h^q).
$$

By (62) and $\tilde{q}_2 = 1$, we have $\Delta Y^0_{n2} = O(h^2)$ and $\Delta Z^0_{n2} = O(h^2)$. Hence, this implies $\Delta k^1_{ni} = O(\|\Delta y^1_n\| + \|\Delta z^1_n\|) + O(h)$, and a direct estimation of $\Delta y^1_n$ leads to

$$
\|\Delta y^1_n\| \leq (1 + Ch) \|\Delta y^1_n\| + Ch \|\Delta z^1_n\| + O(h^2).
$$

Now, using (53), this gives $\Delta \ell^1_{ni} = \alpha_i \Delta \ell^1_{n1} + h^{-1} \sum_{j \geq 2} \hat{\omega}_{ij} (\Delta Z^1_{nj} - \Delta z^1_n) + O(h^{\tilde{q}})$ for $i = 2, \ldots, s$. Since the method is stiffly accurate and $\hat{b}_i = b_i$ for $i = 1, \ldots, s$, the statement of Lemma 5.1 is satisfied, and from $\Delta z^1_{n1} = \Delta z^1_n + h(b_1 + \sum b_i \alpha_i) \Delta \ell^1_{n1} + \sum_{i,j \geq 2} b_i \hat{\omega}_{ij} (\Delta Z^1_{nj} - \Delta z^1_n) + O(h^{\tilde{q}+1})$ we obtain

$$
\|\Delta z^1_{n+1}\| \leq |\rho| \|\Delta z^1_n\| + \sum_{i,j \geq 2} |b_i \hat{\omega}_{ij}| \|\Delta Z^1_{nj}\| + O(h^{\tilde{q}+1})
$$
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with $|\rho| = |R(\infty)| < 1$. By (63) and $\Delta Z_{ni}^0 = \mathcal{O}(h^2)$, it follows that $\Delta y_{ni}^0 = \mathcal{O}(\|\Delta y_n^1\| + \|\Delta z_n^1\|) + \mathcal{O}(h)$. Thus, the second relation of (57) proves that $\Delta Z_{ni}^1 = \mathcal{O}(\|\Delta y_n^1\| + \|\Delta z_n^1\|) + \mathcal{O}(h(\|\Delta y_n^1\| + \|\Delta z_n^1\|)) + \mathcal{O}(h)$. Inserting (65), we obtain

$$\|\Delta z_{n+1}^1\| \leq \|\Delta y_n^1\| + (|\rho| + Ch) \|\Delta z_n^1\| + \mathcal{O}(h).$$

Now applying Lemma 5.2 to inequalities (64) and (66) gives $\Delta y_n^1 = \mathcal{O}(h)$. $\Delta z_n^1 = \mathcal{O}(h)$. Again, we can conclude that the estimate about $\Delta y_n^1$ is not optimal. Therefore, introducing the new variable (58), we obtain

$$\|\Delta u_{n+1}^1\| \leq (1 + Ch) \|\Delta u_n^1\| + C h^2 \|\Delta z_n^1\| + \mathcal{O}(h^3).$$

We now apply Lemma 5.2 again, replacing the inequality (64) with (67). Then by (58) and (62) we have $\Delta y_n^1 = \mathcal{O}(h^2)$. Obviously, the proof for general $\nu$ is similar to the one presented in Theorem 6.1. This completes the proof of the theorem. □

Remark. Of course, concerning type ARS, under the same assumptions as Theorem 6.2 (with also $b_1 = 0$), we again deduce the estimates (61).

7. Estimates on the remainder. In order to estimate the remainder in the expansion (20), we require the same detailed analysis previously developed by Hairer, Lubich, and Roche in [12] (see also [13, sect. VI.3]). The main purpose in this section is to extend the same results presented in [13, sect. VI.3] to the different types of IMEX R-K methods.

Let us introduce existence and local uniqueness of the numerical solution of (4), (5). Next we shall discuss the influence of perturbations in (5) to the numerical solution.

We shall consider two steps in succession. First, we suppose that $(y_n, z_n)$ are known, denoted by $(\eta, \zeta)$, and prove the existence and uniqueness of $(y_{n+1}, z_{n+1})$. We assume that $g(\eta, \zeta) = \mathcal{O}(h)$, $\mu(g, (\eta, \zeta)) \leq 1$ and that $a_{ii} > 0$ for all $i$. Thus we have the nonlinear system for the stage values

$$\begin{pmatrix} Y_i - \eta \\ \varepsilon (Z_i - \zeta) \end{pmatrix} = h \left( \sum_{j=1}^{i-1} a_{ij} f(Y_j, Z_j) + \sum_{j=1}^{i} a_{ij} g(Y_j, Z_j) \right).$$

It is significant to note that if we restrict ourselves to the use of a particular type of IMEX R-K method, for instance, type A, where the matrix $A$ is invertible, we immediately obtain the statement of Theorem 3.5 in [13]. Instead, for type CK, it is worth commenting that the second equation in (68) becomes

$$\varepsilon \left( Z_i - \zeta \right) - a_{i1} g(\eta, \zeta) - \sum_{j=2}^{i} a_{ij} g(Y_j, Z_j) = 0,$$

whereas for type ARS we have $a_{i1} = 0$ for all $i$. Therefore, we easily find again the statement of Theorem 3.5 in [13].

We now study the influence of perturbations in (68) to the numerical solution. For the perturbed IMEX R-K method

$$\begin{pmatrix} \hat{Y}_i - \hat{\eta} \\ \varepsilon \left( \hat{Z}_i - \hat{\zeta} \right) \end{pmatrix} = h \left( \sum_{j=1}^{i-1} \hat{a}_{ij} f(\hat{Y}_j, \hat{Z}_j) + \sum_{j=1}^{i} \hat{a}_{ij} g(\hat{Y}_j, \hat{Z}_j) \right) + h \left( \delta \eta \right) \left( \delta \theta \right),$$

we allow the following remarks.
Remarks. For an IMEX R-K scheme of type A the statement and the proof is similar to that of Theorem 3.6 in [13]. Extra care must be taken to properly handle type CK. First observe that in addition to the assumptions of Theorem 3.5 in [13] we suppose that $\hat{\eta} - \eta = O(h)$, $\hat{\zeta} - \zeta = O(h)$, $\delta_i = O(1)$, and $\theta_i = O(h)$ for $i = 2, \ldots, s$ with $\delta_1 = 0$ and $\theta_1 = 0$. Then we have for $h \leq h_0$ the following estimates:

$$
\| \hat{Y}_i - Y_i \| \leq C(\| \hat{\eta} - \eta \| + h\| \hat{\zeta} - \zeta \|) + h C(\| \delta \| + \| \theta \|),
$$

$$
\| \hat{Z}_i - Z_i \| \leq C\left( \| \hat{\eta} - \eta \| + \left( \frac{\varepsilon}{\hat{h}} + h \right)\| \hat{\zeta} - \zeta \| \right) + C(h \| \delta \| + \| \theta \|),
$$

where $\delta = (\delta_1, \ldots, \delta_s)^T$ and $\theta = (\theta_1, \ldots, \theta_s)^T$. Later, we note that we have to treat the following homotopy more carefully:

$$
\left( \begin{array}{c}
Y_i - \eta \\
\varepsilon (Z_i - \zeta)
\end{array} \right) - h \left( \sum_{j=1}^{i-1} \hat{a}_{ij} f(Y_j, Z_j) + \sum_{j=1}^{i} \hat{a}_{ij} g(Y_j, Z_j) \right)
= \tau \left( \begin{array}{c}
\hat{\eta} - \eta + h\delta_i \\
\varepsilon (\hat{\zeta} - \zeta) + h a_{11} (g(\hat{\eta}, \hat{\zeta}) - g(\eta, \zeta)) + h\theta_i
\end{array} \right),
$$

which relates system (68) for $\tau = 0$ to the perturbed system (71) for $\tau = 1$. Furthermore, we denote by $\hat{a}_{ij}$ the elements of the submatrix $\hat{A}$, and, by the Lipschitz condition for $g$, we have the inequality

$$
\| (g(\hat{\eta}, \hat{\zeta}) - g(\eta, \zeta)) \| \leq L\| \hat{\eta} - \eta \| + L\| \hat{\zeta} - \zeta \|.
$$

Then, in this situation, the same conclusions of Theorem 3.6 in [13] hold. In particular, if $a_{11} = 0$ for all $i$, the same also follows for type ARS.

Following [13], we finally estimate the remainder of the expansion (20).

**Theorem 7.1 (type A).** Under the same hypotheses as those of Theorem 3.1, for any fixed constant $c > 0$ and $\varepsilon \leq ch$, the global error satisfies

$$
\begin{align*}
\hat{y}_n - y(t_n) &= \Delta y^0_n + \varepsilon \Delta y^1_n + \varepsilon^2 \Delta y^2_n + O(\varepsilon^3), \\
\hat{z}_n - z(t_n) &= \Delta z^0_n + \varepsilon \Delta z^1_n + \varepsilon^2 \Delta z^2_n + O(\varepsilon^3/h),
\end{align*}
$$

where $\Delta y^0_n = y_n - y_0(t_n)$, $\Delta z^0_n = z_n - z_0(t_n)$, ... are the global errors of the method applied to differential-algebraic system. The estimates (71) hold uniformly for $h \leq h_0$ and $nh \leq \text{Const}$.

**Remark.** In order to enable a direct comparison with Theorem 3.8 in [13] (see also [12]), by Theorem 6.1, and by (50) and (60), if $\sum_{j} b_j \omega_j \hat{c}_j = 1$, it suffices to prove the result for $\nu = 2$; otherwise it must be proven for $\nu = 1$. Therefore, the result follows directly by applying Theorem 3.8 in [13].

**Theorem 7.2 (type CK).** Under the same hypotheses as those of Theorem 3.2, then, for any fixed constant $c > 0$ and $\varepsilon \leq ch$, the global error satisfies the estimates (71) uniformly for $h \leq h_0$ and $nh \leq \text{Const}$.

**Remark.** It is interesting, of course, to know how in the proof of Theorem 7.2 several formulas are related to those of Theorem 3.8 in [13]. For instance, by (19a)–(19c) it follows from (60) and $\nu = 2$ that

$$
\begin{align*}
\hat{k}_n &= f(\hat{Y}_n, \hat{Z}_n) + O(\varepsilon^3), \\
\varepsilon \hat{\mathbf{e}}_n &= g(\hat{Y}_n, \hat{Z}_n) + \varepsilon^3 \hat{\mathbf{e}}^2_n + O(\varepsilon^3).
\end{align*}
$$
Using $Z_{n}^{\nu} = z_{n}^{\nu} + ha_{i} \ell_{n}^{\nu} + h \sum_{j=2}^{i} \ell_{n}^{\nu}$, from (61) and

$$\ell_{n}^{\nu} = g_{y}(y_{n}^{0}, z_{n}^{0})y_{n}^{\nu+1} + g_{z}(y_{n}^{0}, z_{n}^{0})z_{n}^{\nu+1} + \psi_{\nu+1}(y_{n}^{0}, z_{n}^{0}, \ldots, y_{n}^{\nu}, z_{n}^{\nu}),$$

we get $\ell_{n}^{2} = O(h^{-1})$. Together with (18), and by (72), it follows that we obtain a perturbed IMEX R-K method which is of the form (69). Therefore, in the case of the perturbed IMEX R-K method, equation (5.1) becomes

$$\Delta Z_{n}^{\nu} = C(\Delta y_{n}^{\nu}) + O(\varepsilon^{3}),$$

provided that $\Delta y_{n}^{\nu}$ and $\Delta z_{n}^{\nu}$ are of size $O(h)$. The justification of these assumptions follows by induction on $n$ where $\Delta y_{0} = O(\varepsilon^{3})$ and $\Delta z_{0} = O(\varepsilon^{3})$ and from $\Delta y_{n} = O(\varepsilon^{3}/h)$, $\Delta z_{n} = O(\varepsilon^{3}/h)$, because $\nu = 2$.

Moreover, we prove the recursion

$$\left(\frac{\|\Delta y_{n+1}^{\nu}\|}{\|\Delta z_{n+1}^{\nu}\|}\right) \leq \left(\frac{1 + O(h)}{O(1)} \frac{O(\varepsilon + h^2)}{\alpha + O(h)}\right) \left(\frac{\|\Delta y_{n}^{\nu}\|}{\|\Delta z_{n}^{\nu}\|}\right) + \left(\frac{O(\varepsilon^{3})}{O(\varepsilon^{3}/h)}\right).$$

The value $\alpha < 1$ is justified in [4] (see also [13]).

Second, in solving the second relation in (74) we use the result of Lemma 5.1 where we emphasize that the method is stiffly accurate and $b_{i} = h_{i}$ for all $i$. Of course, for type ARS, we have again the estimates (71).

Now by combining Theorems 5.1, 6.1, and 7.1, Theorem 3.1 follows. Theorem 3.2 follows from Theorems 5.2, 6.2, and 7.2. Finally, Corollary 3.1 follows from Corollary 5.1 and from the remarks of Theorems 6.2 and 7.2.

8. Conclusions. A study of the global error for different types of IMEX R-K methods has been investigated for a class of singular perturbation problems (SPPs). This asymptotic analysis enables us to obtain convergence results, based on the smoothness of the solution, giving error bounds for several classes of IMEX R-K methods. In particular, the use of DAE techniques, when applied to the stiff case $\Delta t \gg \varepsilon$, was found to give optimal estimates describing the structure of the solutions of SPPs. Concerning the van der Pol equation, numerical results reveal order reduction for all methods in the second (algebraic) component of the solution for small values of the stiffness parameter $\varepsilon$ and likewise an order reduction in the first (differential) component when $b_{i}$ is not equal to $b_{i}$ for all $i$. In fact, the hypothesis $b_{i} = b_{i}$ represents the only remedy for preserving the classical order for the differential component of the solution. Also, when $\varepsilon$ is sufficiently small, and for a given set of suitable assumptions, we obtain numerical results which display improved error estimates in the algebraic component for some IMEX R-K methods appearing in the literature. These results lead us to develop new IMEX R-K methods that work uniformly for a wide range of values of the stiffness parameter $\varepsilon$. In future work we shall introduce new order conditions for the construction of these IMEX R-K methods (see [5]) and study their stability properties.
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