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**Abstract**

We introduce a set of distortion adaptive Sobel filters for the direct estimation of geometrically correct gradients of wide angle images. The definition of the filters is based on Sobel's rationale and accounts for the geometric transformation undergone by wide angle images due to the presence of radial distortion. Moreover, we show that a local normalization of the filters magnitude is essential to achieve state-of-the-art results. To perform the experimental analysis, we propose an evaluation pipeline and a benchmark dataset of images belonging to different scene categories. Experiments on both, synthetic and real images, show that our approach outperforms the current state-of-the-art in both gradient estimation and keypoint matching for images characterized by large amounts of radial distortion. The collected dataset and the MATLAB code of the proposed method can be downloaded at our web page [http://iplab.dmi.unict.it/DASF/](http://iplab.dmi.unict.it/DASF/).

1. Introduction and related work

Wide angle cameras allow to gather a compact representation of the scene characterized by a wide Field Of View (FOV) [1] (see Fig. 1). Due to their convenient ability to acquire a large portion of the scene by means of a single device, wide angle cameras have gained popularity in many application fields including surveillance, automotive, robotics and first person vision [2–7]. The large Field Of View (FOV) is achieved by performing a non-uniform spatial sampling of the incoming light, which introduces radial distortion. The result is a non-Euclidean representation of the environment such that straight lines in the scene are not mapped to straight lines in the image [1,8]. Since many applications assume that the input images are the result of the perspective projection of the scene to a finite plane, geometrical considerations are often needed when processing wide angle images [3,8,9]. A number of methods have been proposed in the literature to establish a mapping between the distorted wide angle images and their ideal purely perspective counterparts [10–13]. When such a mapping is known and invertible, the most straightforward way to deal with wide angle images consists in explicitly compensating the radial distortion through a rectification process [14]. However, as pointed out in [9,15], this process is expensive in terms of computational time and memory and introduces blurred areas which can reduce the quality of the signal due to the required interpolation. To avoid such problems, researchers have investigated methods to perform feature extraction directly on the wide angle images: the authors of [16,17] studied how to compute the scale space of omnidirectional images; in [9,18,19] the Scale Invariant Feature Transform (SIFT) pipeline [20] is modified in order to be used directly on wide angle images; in [21] SIFT features are derived from wide angle images mapping them to a sphere; in [22] a direct approach to detect people using omnidirectional cameras is proposed; in [23] an algorithm to extract straight edges from distorted images is presented; in [24] gradient-based local descriptors are adapted to be computed directly on distorted images; in [25] a non-parametric method to define a pixel neighbourhood in catadioptric images is introduced.

In this paper we focus on the geometrically-correct estimation of the gradients of distorted images. The image gradient is a fundamental element in image analysis and vision and it is commonly used in a number of applications including image enhancement and edge extraction [26,27], object, scene and key-point representation [20,28–31], and gradient-domain-based image processing [32–35]. As it is shown in Fig. 1, a conventional computation of the gradients directly on wide angle images is deceived by the presence of radial distortion, while in practice many applications...
require a result similar to the ideal gradients depicted in Fig. 1(b) [9,22]. Some methods for estimating the gradients of wide angle images without performing the rectification already exist: in [9,23] the gradient estimated in the distorted domain with standard Sobel filters is corrected using an adaptive Jacobian correction matrix derived from the differential chain rule; in [22] the gradients of catadioptric images are estimated using an operator defined according to the geometry of the catadioptric mirror.

We derive a family of adaptive kernels for the geometrically-correct estimation of the image gradients of wide angle images. The proposed kernels aim to be invariant to radial distortion and hence they are designed to be beneficial for a number of gradient-based applications (such as key-point matching, object and people detection [20,29]), when they are deployed to wide angle camera systems. The derivation of our method is obtained by generalizing the standard Sobel operator to the case of non-Euclidean surfaces in order to take into account the geometrical transformation affecting the image. The derived filters adapt their shape according to the location on which they are computed in order to unevenly weighting the contributes of the estimated directional derivatives to compensate for distortion. The only requirement to compute the proposed filters is that the distortion function is known and invertible. The distortion function can be obtained by calibration when the camera is known, as usually happens in surveillance, automotive and robotics. We extend our previous work [36] introducing a normalization in the formulation of the proposed filters. We show that the new formulation improves the performances of the proposed gradient estimation method on the task of SIFT key-point matching. Moreover, the mathematical derivation is presented in more details, and the previously acquired benchmark dataset is augmented with scene-related attributes. We release the library used for the experiments along with the benchmark dataset to allow the reproducibility of the research.

The main contributions of this work are the following: (1) the proposed distortion adaptive Sobel filters are derived; (2) a novel benchmark dataset of high resolution images covering different scene categories is provided; (3) we define an evaluation protocol to assess the performances of the compared methods on the task of gradient estimation and key-point matching using artificially distorted images.

The reminder of the paper is organized as follows: in Section 2 we introduce the proposed filters; Section 3 defines the evaluation protocol; Section 4 discusses the results. Finally Section 5 concludes the paper providing insights for further research.

2. Distortion adaptive Sobel filters

The Sobel operator was originally proposed by Irwin Sobel in 1968 to estimate the gradient of a digital image [26,37,38]. Sobel proposed to estimate the gradient of the image at a given point by performing the vector summation of the simple central gradient estimates along the 4 main directions in a 3 \times 3 neighbourhood (see Fig. 2(a)). According to Sobel, each of the 4 simple central gradient estimates can be expressed as a vector sum of a pair of orthogonal vectors. Each vector is a directional derivative estimate multiplied by a unit vector specifying the derivative’s direction. The value of the directional derivative estimate for a pair of antipodal pixels in a 3 \times 3 neighbourhood is defined as:

![Fig. 2. A diagram of Sobel's rationale. (a) The 4 main directions in a 3 \times 3 neighbourhood of a given point. (b) The 8 simple directional derivative estimates along with the appropriate unit vectors. (c) An example of distorted neighbourhood along with its directional derivative estimates.](image-url)
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The direction associated to the derivative estimate is given by the unit vector to the appropriate neighbour. Fig. 2(b) shows a schema of the directional derivative estimates. The reader is referred to [38] for a review of Sobel’s rationale. The gradient estimation defined by Sobel can be formulated as the average of the eight oriented derivative vectors as follows:

\[
\nabla I(x,y) = \frac{1}{8} \sum_{(s,t)\in S} \left( \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(s,t)}{\sqrt{s^2 + t^2}} \right)
\]

where \( I \) is the considered image, \( S = \{(s,t) : -1 \leq s,t \leq 1\} \), \( I_{x}^s = I(x+s,y+t) \), \( \delta_{x}^y = \delta((x+s,y+t),(x-s,y-t)) \), \( (s,t) \) denotes the vector of components \( s,t \) and magnitude \( \sqrt{s^2 + t^2} \) and \( \delta \) is a given metric (e.g., Euclidean). We start from Eq. (2) to build the distortion adaptive Sobel filters. Considering the symmetry of Eq. (2) with respect to the sign of \( s \) and \( t \), it is convenient to define:

\[\{S_1, S_2\} \text{ partition of } S \setminus \{(0,0)\} \text{ s.t. } p \in S_1 \iff -p \in S_2.\]

Given the definition in Eqs. (3) and (2) can be rewritten in the following form:

\[
\nabla I(x,y) = \frac{1}{8} \sum_{(s,t)\in S_1} \left[ \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(s,t)}{\sqrt{s^2 + t^2}} \right]
\]

\[+ \frac{1}{8} \sum_{(s,t)\in S_2} \left[ \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(s,t)}{\sqrt{s^2 + t^2}} \right].\]

Given the definition in Eq. (3), it is possible to substitute the set \( S_2 \) with \( S_1 \) changing the signs of \( s \) and \( t \) in the second summation:

\[
\nabla I(x,y) = \frac{1}{8} \sum_{(s,t)\in S_1} \left[ \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(s,t)}{\sqrt{s^2 + t^2}} \right]
\]

\[+ \frac{1}{8} \sum_{(s,t)\in S_1} \left[ \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(-s,-t)}{\sqrt{s^2 + t^2}} \right].\]

Grouping the terms related to \( l \) and considering that \( \delta \) is a metric (and hence \( \delta((x_1,y_1),(x_2,y_2)) = \delta((x_2,y_2),(x_1,y_1)), \forall (x_1,y_1), (x_2,y_2) \in \mathbb{R}^2 \)), we obtain Eq. (6):

\[
\nabla I(x,y) = \frac{1}{8} \sum_{(s,t)\in S_1} \left[ \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(s,t)}{\sqrt{s^2 + t^2}} \right]
\]

\[+ \frac{1}{8} \sum_{(s,t)\in S_1} \left[ \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(-s,-t)}{\sqrt{s^2 + t^2}} \right].\]

Leveraging the definition in Eq. (3), we obtain:

\[
\nabla I(x,y) = \frac{1}{8} \sum_{(s,t)\in S_1} \left[ \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(s,t)}{\sqrt{s^2 + t^2}} \right]
\]

\[+ \frac{1}{8} \sum_{(s,t)\in S_1} \left[ \frac{I_{x}^s - I_{x}^{s-t}}{\delta_{x}^y} \cdot \frac{(-s,-t)}{\sqrt{s^2 + t^2}} \right].\]

Let \( h_1(x,y,s,t) \) and \( h_2(x,y,s,t) \) be defined as follows:

\[h_1(x,y,s,t) = \begin{cases} 0 & \text{if } (s,t) = (0,0) \\ \frac{1}{4} \cdot \frac{1}{\sqrt{\delta^2(s^2 + t^2)}} & \text{otherwise} \end{cases}\]

\[h_2(x,y,s,t) = \begin{cases} 0 & \text{if } (s,t) = (0,0) \\ \frac{1}{4} \cdot \frac{1}{\sqrt{\delta^2(s^2 + t^2)}} & \text{otherwise}. \end{cases}\]

Considering the equations above, the gradient estimation can be expressed as follows:

\[
\nabla I(x,y) = \sum_{(s,t)\in S_1} I(x+s,y+t) \cdot h_1(x,y,s,t)
\]

\[
\nabla I(x,y) = \sum_{(s,t)\in S_1} I(x+s,y+t) \cdot h_2(x,y,s,t).\]

Note that if the image has a planar geometry, the neighbourhood is not-distorted, similarly to what is shown in Fig. 2(b) and \( \delta \) is naturally chosen as the Euclidean distance. In this case, the filters defined in Eqs. (9) and (10) are independent from the location of point \((x,y)\) on which they are applied and Eqs. (11) and (12) are
refer to this computation as "adaptive convolution" of image defined in Eqs. (9) and (10) also depend on variables the kernels are adaptive. Fig. 3 shows some graphical examples of Eqs. (9) and (10) is not strictly a convolution since the signals depend on the considered point in the classic way. In this general case, the terms related to points into the Euclidean space prior to computing the distances correspond to the projection of the coordinates of the neighbourhood of 16 in the estimation of the gradient magnitudes as discussed below. If the neighborhood is not Euclidean (i.e., it is distorted) as in the case of wide angle images (see Fig. 2(c)), the δ function should be chosen according to the underlying geometrical model. In particular, if the distortion function \( f : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) which maps the not-distorted point of coordinates \((u, v)\) to the distorted point \((x, y)\) is known and invertible, the easiest way to choose a geometrically correct distance metric is to compose the Euclidean distance \( d \) with the inverse distortion function \( f^{-1} \) as follows:

\[
\delta((x_1, y_1), (x_2, y_2)) = d(f^{-1}(x_1, y_1), f^{-1}(x_2, y_2)), \quad \forall (x_1, y_1)
\]

\[
\in \mathbb{R}^2, \quad (x_2, y_2) \in \mathbb{R}^2.
\]

(13)

Since \( f^{-1} \) is an inverse function, it is also bijective and hence the function \( \delta \) defined above is a metric (the demonstration of this assertion can be found in A). The exploitation of Eq. (13) corresponds to the projection of the coordinates of the neighbourhood points into the Euclidean space prior to computing the distances in the classic way. In this general case, the terms related to \( \delta \) in Eqs. (9) and (10) depend on the considered point \((x, y)\) and hence the kernels are adaptive. Fig. 3 shows some graphical examples of the proposed distortion adaptive Sobel filters by considering the position in the image to which they are applied. As it can be noted, the proposed formulation yields kernels which adapt their shape in order to compensate for the radial distortion intrinsic to the different locations of the image. In this case, the computation defined in Eqs. (11) and (12) is not strictly a convolution since the signals defined in Eqs. (9) and (10) also depend on variables \( s \) and \( t \). We refer to this computation as "adaptive convolution" of image \( I \) with the adaptive kernels \( h_1 \) and \( h_2 \) as it is intended in [9]. It should be noted that standard Sobel filters overestimate the gradient magnitudes by a scaling factor of 16 [38]. Therefore, a totally compatible formulation of the proposed filters can be achieved by multiplying Eq. (9) and Eq. (10) by 16. As in [36], the just derived filters will be referred to as Generalized Sobel Filters (GSF), in the rest of the paper.

2.1. Local normalization

Given the non-spatially uniform sampling of the incoming light operated by wide angle sensors, wide angle images are intrinsically multi-scale, which implies that the corresponding distance between neighbouring pixels in real world coordinates increases with the distance from the centre of the image. Considering that our filters are derived using the corresponding distances between neighbouring pixels by means of Eq. (13), filters computed in the peripheral areas of the image tend to have smaller coefficients in absolute values. As a result, the magnitudes of the estimated gradient decay in the peripheral areas of the image as it is depicted in Fig. 4(a)–(c). It should be noted that such problem is not specific to our method, but is common to other direct gradient estimation techniques (i.e., the Gradient Correction Jacobian (GCJ) method proposed in [9,23]) as shown in Fig. 4(c). To overcome this limit, we propose to locally normalize the derived GSF filters by the sum of the distances (computed according to the metric defined in Eq. (13)) between the antipodal pairs in the \( 3 \times 3 \) neighbourhood:

\[
\overline{h}_1(x, y, s, t) = \begin{cases} 
0 & \text{if } (s, t) = (0, 0), \\
\frac{1}{4} \frac{1}{s^2} \frac{1}{s^2} \frac{1}{\sqrt{1 + d^2}} & \text{otherwise}
\end{cases}
\]

\[
\overline{h}_2(x, y, s, t) = \begin{cases} 
0 & \text{if } (s, t) = (0, 0), \\
\frac{1}{4} \frac{1}{s^2} \frac{1}{s^2} \frac{1}{\sqrt{1 + d^2}} & \text{otherwise}
\end{cases}
\]

(14)

where
\[ d_{xy} = \sum_{(x,y) \in S} \frac{1}{|S|}. \]  
(16)

Fig. 4(d) shows the magnitudes of the gradients of the image depicted in Fig. 4(a) as computed using the filters defined in Eqs. (14) and (15). It should be noted that computing the gradients using the proposed locally normalized filters, allows to recover a huge quantity of details in the peripheral areas of the wide angle image. In the rest of the paper, the normalized filters defined in Eqs. (14) and (15) will be referred to as Distortion Adaptive Sobel Filters (DASF).

3. Evaluation protocol

The evaluation is carried on high resolution not-distorted images; radial distortion is artificially added as done in other studies [9,22,24,39]. This experimental approach allows to control the exact amount of distortion characterizing the target images. Moreover, the source (not-distorted) images can be used to compute the reference gradients which serve as a ground truth for the evaluations. In previous works, the radial distortion was added considering a static FOV [9,39] as it is shown in Fig. 5(c). It should be noted that this approach would leave the borders of the distorted image uncovered as the distortion rate increases. We propose to obtain a variable FOV by mapping high resolution reference images (Fig. 5(a)) to low resolution target images as shown in (Fig. 5(b)). In general, the artificial distortion is performed according to the following schema. Let \( I \) be the source not-distorted image and let \( f: \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) be the distortion function mapping the not-distorted point \( u \) to its distorted counterpart \( x \). The distorted image is computed by mapping the not-distorted points of the reference image to the distorted locations and interpolating as needed:

\[ I(x,y) = I(f^{-1}(x,y)). \]  
(17)

We perform three experiments to assess the performances of the proposed method. The first one aims at measuring the error related to the compared methods when the gradient is estimated, independently from any specific application. The second one experiment aims at assessing the impact of the proposed method on real-world applications. In particular, considering the importance of local feature description and matching [9,20,24,39], we assess the performances of the considered methods on the task of matching densely sampled SIFT features which have been computed using the estimated gradients. The third one is similar to the second one but it is performed on real imagery acquired using different fisheye cameras.

3.1. Experiment 1: Gradient estimation error

The image gradients are usually exploited separating the magnitudes from the orientations. The orientations carry important information about the distribution of edges in the scene, while the magnitudes give insights on the importance of each orientation. For this reason, many algorithms rely on the weighted histograms of gradient orientations [20,29]. We define an error measure by considering the average distance between the local populations (i.e., weighted histograms) of the gradient orientations in the reference image \( I \) and in its distorted counterpart \( \tilde{I} \).

Let \( S \) denote the Sobel operator, \( G \) the gradient estimator under analysis and let \( f: \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) be the distortion function mapping the not-distorted point \( u \) to its distorted counterpart \( x \). The distorted image is computed by mapping the not-distorted points of the reference image to the distorted locations and interpolating as needed.

\[ \tilde{I}(x,y) = I(f^{-1}(x,y)). \]  
(17)
related to the gradient estimator $\mathcal{G}$ given the image pair $(I, I)$ is defined as:

$$
\epsilon(\mathcal{G}, \hat{I}, I) = \frac{1}{n} \sum_{i=1}^{n} \rho(\mathcal{H}(\hat{G}_i), \mathcal{H}(S_I))
$$

(18)

where $\mathcal{H}(\hat{G}_i)$ and $\mathcal{H}(S_I)$ denote the weighted histograms of the estimated and reference gradient orientations (i.e., Sobel on the reference image) of tiles $T_i$ and $T_i$, and $\rho$ is the metric based on the Bhattacharyya coefficient as defined in [40]:

$$
\rho(H_1, H_2) = \sqrt{1 - \sum_{i=1}^{m} \sqrt{H_{1i} \cdot H_{2i}}}
$$

(19)

In Eq. (19), $m$ is the number of bins of histograms $H_1$ and $H_2$ and $H^m$ denotes the $u$ -th component of $H$. In our experiments, the following parameters have been used: (1) each image is divided into tiles of size $24 \times 24$ pixels and (2) the histograms have 18 bins evenly spacing the interval $[-180^\circ, 180^\circ]$.

3.2. Experiment 2: Local feature matching

The aim of this second experiment is to assess the performances of the considered methods on the task of local feature matching. To this end, we consider the popular gradient-based SIFT descriptor [20]. The proposed experiment follows the methodology described in [24], which is briefly summarized in the following. Given a reference-target image pair $(I, I)$, square support regions are considered at multiple scales on the reference image $I$. In particular, we sample support regions of radii: 32, 64, 128 and 256 pixels at a regular step of 50 pixels. We consider a support region as an entity $\mathcal{R}(u, r)$ composed by two elements: a centre $u$ and a radius $r$ (see Fig. 6(a)). Each support region $\mathcal{R}(u, r)$ is mapped to a corresponding region $\mathcal{R}(x, \hat{r})$ in the distorted space using Eq. (23) to map the not-distorted point $u$ to its distorted counterpart $x$. The radius of the distorted support region $\hat{r}$ is computed using the division model as detailed in [9]:

$$
\hat{r} = \frac{2r}{1 + \sqrt{1 - 4r^2}}
$$

(20)

Fig. 6(b) shows an example of such projection. All the projected regions not entirely contained in the distorted image $I$ or which projected radius is under 16 pixels are discarded along with their not-distorted counterparts.

Standard SIFT descriptors $\mathcal{D}$ are computed on the reference support regions $\mathcal{R}$ using the reference gradient estimated with the Sobel operator. Distortion Adaptive SIFT Descriptors $\mathcal{D}$ are computed from the projected support regions $\mathcal{R}$ using the generic estimator $\mathcal{G}$ as detailed in [24]. Matches between the reference $\mathcal{D}$ and target $\mathcal{D}$ descriptors are computed using the nearest neighbour criterion, i.e., descriptor $d \in \mathcal{D}$ is matched to its nearest neighbour $d' \in \mathcal{D}$ given the known correspondences between the reference and target descriptors, the matching ability score is measured as follows:

$$
\text{matching ability score} = \frac{\#\text{correct matches}}{\#\text{matches}}.
$$

(21)

3.3. Experiment 3: Local feature matching in real imagery

Experiments 1 and 2 are performed in controlled settings simulating the effect of radial distortion on high resolution images. To validate our analysis, we also perform experiments on images acquired using real wide-angle cameras. Let $I_1$ and $I_2$ be two real images acquired using a calibrated wide-angle camera, and let $I'_1$ and $I'_2$ be their ideal, undistorted counterparts. Since the camera is calibrated, the mapping function $f$ relating each image $I'_1$ to $I_1$ is assumed to be known (and invertible). We assume that both images represent a planar object acquired from different points of view and that the homography $H_{12}$ relating the two views of the same planar surface is known. Since $H_{12}$ allows to project points of $I'_1$ to $I'_2$, the following mapping can be used to project points of $I_1$ to $I_2$:

$$
\Psi_{12}(x, y) = f(h_{12}(f^{-1}(x, y))),
$$

(22)

where $h_{12}$ projects point $(x, y)$ using homography $H_{12}$.

Given images $I_1$ and $I_2$ and the mapping $\Psi_{12}$, we assess the influence of the proposed gradient estimation method when used to compute and match SIFT descriptors on the two images. Since images $I_1$ and $I_2$ are in general related by rotation, scale and viewpoint changes, we first extract radial distortion invariant SIFT keypoints from each image using the method proposed by Lourenço et al. [9]. SIFT descriptors are hence computed for each keypoint employing the gradients obtained using the given estimation method $\mathcal{G}$ under analysis. Descriptors are finally matched using the standard method proposed by Lowe [20].

Ground truth correspondences between keypoints $K_1$ and $K_2$ respectively extracted from image $I_1$ and $I_2$ are obtained as follows: keypoints $K_1$ and $K_2$ are first projected to the reference undistorted space of $I'_1$, obtaining the sets $K'_1$ and $K'_2$; each keypoint belonging to $K'_1$ is assigned to the closest keypoint in $K'_2$; associated keypoints which are more than 10 pixels apart, are not considered. The matching ability score related to the considered image pair $I_1$ and $I_2$ is finally computed by counting the fraction of correct matches among the matched descriptors.

3.4. Modelling the radial distortion

To model the radial distortion we rely on the Division Model [9,13], which has proven successful in modelling many real dioptric cameras [41]. The Division Model defines the mapping between the not-distorted point $u \in \mathbb{R}^2$ and its distorted counterpart $x \in \mathbb{R}^2$ as follows:
\[ x = f(u) = \frac{2u}{1 + \sqrt{1 - 4\xi||u||^2}} \]  

All the coordinates are referred to the centre of the distortion, which is conveniently set to the centre of the image in our experiments. Unfortunately, the effects of parameter \( \xi \) depend on the dimensions of the image, which makes its interpretation not intuitive. Therefore, we propose to quantify the distortion undergone by an image as the percentage:

\[ d_\% = \frac{1}{\mathcal{R}_M} \mathcal{M} \left( \frac{r_M}{r_M} \right) \]  

where \( r_M \) is the distance from the centre to the corner of the image and \( \mathcal{M} \) represents its distorted counterpart. The mathematical relationship between \( r_M \) and \( \mathcal{M} \), given the distortion parameter \( \xi \), can be derived from Eq. (23):

\[ r_M = \frac{\mathcal{M}}{1 + \sqrt{1 - 4\xi||u||^2}} \]  

Given Eqs. (24) and (25), the distortion parameter \( \xi \) can be computed from the chosen percentage of distortion \( d_\% \) using the following formula:

\[ \xi = -\frac{d_\%}{\mathcal{R}_M(1 - d_\%)^2} \]  

3.5. Input data

For our experiments, we consider two datasets. The first one is referred to as Dataset A and contains high resolution images to which radial distortion is artificially added to perform experiments in controlled settings. The second one is referred to as Dataset B and comprises real imagery acquired using different fisheye cameras.

Dataset A. We collected a dataset of 100 high resolution images belonging to the following scenes categories: indoor, outdoor, natural, handmade, urban, car, pedestrian, street. The considered categories are relevant to the main application domains where the image gradients are employed [20,29], and consistent with the scene categorization proposed by Torralba and Oliva [42]. Each image is provided with one or more tags related to the above specified scene categories. All images have been acquired using a Canon 650D camera mounting a Canon EF-24 mm lens and have resolution equal to 5204 × 3472 pixels. Fig. 7 shows some examples of the input images used for the evaluations, whereas Table 1 reports some statistics about the scene-related tags present in the dataset. The dataset can be downloaded at our web page http://iplab.dmi.unict.it/DASF/.

Dataset B. To perform evaluations using real wide-angle images, we also consider the benchmark dataset introduced in [9]. This dataset comprises three image series acquired with fisheye lenses exhibiting different amounts of radial distortion. Each series is provided with calibration images and division model parameters. Fig. 8 shows some samples from the considered dataset. For each image series, we report the related distortion rates computed according to our model (i.e., using Eq. (24)): 13%, 19% and 54%. Each series contains 13 images related by different transformations including viewpoint change, rotation and scale. Images belonging to the same series represent a scene containing the same planar object, acquired from different positions. All image pairs within a series are provided with an homography relating the common planar object.

4. Results

We compare the performances of the proposed filters (Eqs. (14) and (15)) with the Gradient Correction Jacobian (GCJ) method defined in [9,23], the Generalized Sobel Filters (GSF) proposed in
and reported in Eqs. (9) and (10), and two baseline methods consisting in: (1) ignoring the distortion (the gradients are computed using the classic Sobel operator in the distorted space and the result is not corrected); (2) explicitly removing the distortion (i.e., performing rectification) before estimating the gradient using the Sobel operator. In particular, we perform three experiments. Experiments 1 and 2 are performed on Dataset A. To assess the performances of the considered methods with respect to different degrees of distortion, we processed every image of Dataset A adding varying amounts of distortion ranging from a minimum of 10% to a maximum of 50%. The reference gradients are computed from the reference images using the standard Sobel filters. Fig. 9 shows some examples of the images used in Experiments 1 and 2.

Experiment 3 is performed on Dataset B, which comprises real imagery acquired using three different wide angle cameras.

4.1. Experiment 1

Fig. 10 shows the results related to Experiment 1, i.e., the mean error committed by the considered methods with respect to different amounts of radial distortion. Each curve is obtained averaging the error scores related to the 100 images in dataset A and computed using Eq. (18). The legend of Fig. 10 reports in parenthesis the average value of each curve, which should reflect the average performances of the methods with respect to all the considered amounts of distortion. The rectification method allows to achieve
good results for low distortion rates (where the lost information can still be “guessed” by the rectification process), whereas the error gets higher as the distortion rate increases. The proposed filters perform better than the competitors for distortion rates over the 35%. Table 2 summarizes the average errors related to the subset of images characterized by a specific scene-based tag. The reported results suggest that the proposed filters, the GSF and the GCJ methods offer significant improvements over the distorted gradients. In particular, the proposed method is the best performing when all scene categories are considered (top row of Table 2) and is always among the two best performing methods for each of the scene categories. As it appears clear from Fig. 10 and Table 2, the proposed filters closely match the performances of the GSF method in this experiment. This is due to the fact that, considering regular tiles as small as 24 × 24 pixels, the effect of the local normalization introduced in Section 2.1 is negligible with respect to the normalization operated by the computation of the weighted histogram of gradient orientations.

4.2. Experiment 2

Fig. 11 shows the results related to Experiment 2, i.e., the matching ability achieved by the considered methods with respect to different amounts of radial distortion. Each curve is obtained averaging the matching ability scores related to the 100 images in Dataset A. As in Fig. 10, the legend of Fig. 11 reports the average value of each curve which should reflect the average performances of the methods with respect to all the considered amounts of distortion. The proposed method retains the highest matching ability for amounts of distortion over the 30%, while it performs comparably to the rectification methods for distortion rates below the 30%. The improvement over the non-locally-normalized GSF filters is in this case evident. Similarly to Tables 2 and 3 reports the average matching abilities related to images characterized by specific image tags. The proposed method is always the best performing (highest score), except in the case of indoor images, where,
probably due to the regularity of straight edges, the rectification performs slightly better.

4.3. Experiment 3

Table 4 reports the results related to the Experiment 3, performed on real images. For each series in Dataset B, the table reports the average matching ability for all 78 image pairs. The reported results agree with the previous observations. Specifically, when the amount of distortion is low (e.g., S1 - 13% and S2 - 19% in Table 4), rectification allows to obtain the best results, while all other methods exhibit similar performances. When the amount of radial distortion is larger (e.g., S3 - 54%), the proposed gradients allow better results than all competitors, including rectification. Interestingly, the results highlight the importance of the local normalization introduced in the proposed filters with respect to GSF, especially in the case of images characterized by large amounts of radial distortion.

4.4. Computational times

Differently than standard Sobel filters, the proposed ones adapt their shape according to the location on which they are computed. In order to make computation tractable, adaptive filters can be precomputed when the camera is calibrated. However, since adaptive filters are not in general symmetrical with respect to the horizontal or vertical direction, they are not separable and hence they are less computationally efficient than standard Sobel filters.

Even if the proposed filters are less computationally efficient than standard Sobel filters, their use is still advantageous with respect to the standard pipeline involving image rectification. This is shown in Fig. 12, where we report average computational times for the different gradient estimation pipelines considered in this paper. Results are reported for five different resolutions ranging from qVGA (320 × 240) to full HD (1920 × 1080). Standard convolutions with Sobel filters are performed using the MATLAB function imgradientx. Image rectification and interpolation are performed using the standard MATLAB function interp2. Convolution with the proposed filters and correction using the CGJ method are performed using optimized C implementations. All times are measured on a laptop equipped with a 2.00 GHz i7 processor and averaged over 100 different runs.

While the computational time needed by the proposed method increases faster than with other methods, using the proposed filters is still computationally advantageous over performing rectification. Moreover, note that, even in the case of full HD images, the average time required to estimate gradients using the proposed method is less than 1 s.

4.5. Discussion

It should be noted that, despite the loss of performance of direct gradient estimation techniques for distortion rates under 30–35%, it is still advantageous to use such techniques in order to avoid the rectification process, which is computationally expensive and not always feasible [9,15]. This is also confirmed by the computational analysis reported in Section 4.4, which shows how direct gradient estimation techniques are more computationally efficient than performing rectification for all distortion rates. Moreover, the majority of wide angle cameras used in real-world applications, are designed to cover 180° diagonal or vertical FOV corresponding to high distortion rates, as it is discussed in [41].

5. Conclusion and future works

We have proposed a family of distortion adaptive Sobel filters which can be used to correctly estimate the gradient of distorted images. The proposed filters are independent from the adopted distortion model and only require the distortion function \( f \) to be known and invertible. We have assessed the performances introducing a dataset of high resolution images belonging to different scene categories and defining an evaluation protocol which measures the error between estimated and reference gradients, and allows to compare the performances on the task of local feature matching. The experiments show that our method outperforms the competitor methods. Future works could be devoted to the integration of the proposed method in popular applications relying on the image gradients such as object and people detection [20,29]. Moreover, additional efforts could be devoted to derive approximations of the proposed filters to obtain separability and constancy with respect to the image radius similarly to what done in [9].

Dataset and MATLAB code can be downloaded from the following page: http://iplab.dmi.unict.it/DASF/.
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Appendix A. Demonstration of the metric properties of Eq. (13)

Let be \( f : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) an invertible function and let \( f^{-1} : \mathbb{R}^2 \rightarrow \mathbb{R}^2 \) be its inverse. Then the function defined as
where $d:\mathbb{E}^2 \rightarrow \mathbb{R}$ is the Euclidean metric, is a metric.

**Demonstration:** All the metric properties are demonstrated noting that $f^{-1}$ is a bijective function and leveraging the metric properties of the Euclidean distance:

- **Non-negativity:** $\forall x, y \in \mathbb{E}^2, d(x, y) = d(u, v) \geq 0$.
  
  Then:
  
  $\forall x, y \in \mathbb{E}^2, \delta(x, y) = 0$.

- **Coincidence:** $\forall x, y \in \mathbb{E}^2 \ni u, v \in \mathbb{E}^2 : d(x, y) = d(u, v)$, moreover, since $f^{-1}$ is bijective, \( u = v \iff x = y \).

- **Symmetry:** $\forall x, y \in \mathbb{E}^2 \ni u, v \in \mathbb{E}^2 : d(x, y) = d(u, v)$, moreover $d(x, y) = d(v, u) = d(y, x)$.
  
  Then:
  
  $\forall x, y \in \mathbb{E}^2, \delta(x, y) = \delta(y, x)$.

- **Triangle inequality:** $\forall x, y \in \mathbb{E}^2 \ni u, v, p \in \mathbb{E}^2 : d(f^{-1}(x), f^{-1}(y)) = d(f^{-1}(u), f^{-1}(v))$. Then, given the triangle inequality for the Euclidean distance $d(u, p) \leq d(u, v) + d(v, p)$, it follows that:

  \[
  \forall x, y, z \in \mathbb{E}^2, \delta(x, y) \leq \delta(x, z) + \delta(y, z). 
  \]